Biostatistics 602 - Statistical Inference
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Uniformly Most Powerful Test
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Last Lecture

= What are the typical steps for constructing a likelihood ratio test?

= |s LRT statistic based on sufficient statistic identical to the LRT
based on the full data?

= When multiple parameters need to be estimated, what is the
difference in constructing LRT?

= What is unbiased test?
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LRT based on sufficient statistics

Theorem 8.2.4

If T(X) is a sufficient statistic for 6, A*(¢) is the LRT statistic based on T,
and \(x) is the LRT statistic based on x then
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LRT based on sufficient statistics

Theorem 8.2.4

If T(X) is a sufficient statistic for 6, A*(¢) is the LRT statistic based on T,
and \(x) is the LRT statistic based on x then
AT(x)] = A(x)
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LRT based on sufficient statistics

Theorem 8.2.4

If T(X) is a sufficient statistic for 6, A*(¢) is the LRT statistic based on T,
and \(x) is the LRT statistic based on x then
AT(x)] = A(x)

for every x in the sample space.
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Unbiased Test

Definition
If a test always satisfies
Pr(reject Hy when Hy is false ) > Pr(reject Hy when Hy is true )
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Unbiased Test

Definition
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Then the test is said to be unbiased
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Recall that 3(6) = Pr(reject Hp). A test is unbiased if
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Unbiased Test

Definition
If a test always satisfies
Pr(reject Hy when Hy is false ) > Pr(reject Hy when Hy is true )

Then the test is said to be unbiased

Alternative Definition

Recall that 3(6) = Pr(reject Hp). A test is unbiased if
B(6") = B(0)
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Unbiased Test

Definition
If a test always satisfies
Pr(reject Hy when Hy is false ) > Pr(reject Hy when Hy is true )

Then the test is said to be unbiased

Alternative Definition

Recall that 3(6) = Pr(reject Hp). A test is unbiased if
B(6") = B(0)

for every 0’ € Q§ and 6 € Q.
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Example

X, X, i (6, 02) where o2 is known, testing Hy : 0 < 6 vs

Hy: 0> 0.
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Example

X, X, i (6, 02) where o2 is known, testing Hy : 0 < 6 vs

Hy: 0> 0.

LRT test rejects Hy if j/’% > c.
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Example

X, X, i (6, 02) where o2 is known, testing Hy : 0 < 6 vs
Hy: 0> 0. -
LRT test rejects Hy if 292 > .

o/Vn

X — 6o
a/vn

0) = v (

> c)
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Example

ii.d.

X1, -+, Xp == N(0,0%) where o2 is known, testing Hy : 6 < g vs
Hy: 0> 0. -
LRT test rejects Hy if 292 > .

o/Vn

0 = o (G >

X—0+0—0
= P B — e —
( SING >C>
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ii.d.

X1, -+, Xp == N(0,0%) where o2 is known, testing Hy : 6 < g vs
Hy: 0> 0.
R e T—06o
LRT test rejects Hy if TN RS
X — 0
) = P
o) = pe(ZrE >
— P (X—“‘)—QO S C)
o/v/n

= (et o)
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ii.d.

X , Xn =< N(0,0?) where o2 is known, testing Hy : 6 < 0 vs
: 9 > 0. -
LRT test rejects Hy if (f/’% > c.
X — 6
0 = e >
_ by X—0+0—0
- o/v/n
X—60 60-06
= P
(ot o 7 )
X-0 6 — 00)
= Pr >
(o/ﬁ NG
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ii.d.

X , Xn =< N(0,0?) where o2 is known, testing Hy : 6 < 0 vs
: 9 > 0. -
LRT test rejects Hy if (f/’% > c.
o = (G o)
i e
B <X 6+6—06 - c)
U/f
B < 9 6?0 >
o)
B ( . 6 — 90)
I CING

Note that X; ~ N (0,02), X ~ N(0,0%/n), and )ﬁf N(0,1).

Hyun Min Kang Biostatistics 602 - Lecture 20 March 28th, 2013 5/1



Example (cont'd)

Therefore, for Z ~ N(0,1)

BO) = Pr<Z> c+i°/?/g>
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Example (cont'd)

Therefore, for Z ~ N(0,1)

BO) = Pr<Z> c+i°/?/g>

Because the power function is increasing function of 6,

B(6") > B(0)
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Example (cont'd)

Therefore, for Z ~ N(0,1)

BO) = Pr<Z> c+i°/?/g>

Because the power function is increasing function of 6,

B(6") > B(0)

always holds when 6 < 6y < 6’. Therefore the LRTs are unbiased.
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Uniformly Most Powerful Test (UMP)

Definition

Let C be a class of tests between Hy : 0 € Q) vs H; : 0 € §f. A test in C,
with power function 3(6) is uniformly most powerful (UMP) test in class C
if 5(0) > '(0) for every 6 € Q§ and every 3'(0), which is a power
function of another test in C.
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UMP level o test

Consider C be the set of all the level o test. The UMP test in this class is
called a UMP level o test. J
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UMP level o test

Consider C be the set of all the level o test. The UMP test in this class is
called a UMP level o test. J

UMP level « test has the smallest type Il error probability for any 6 € €
in this class.

= A UMP test is "uniform” in the sense that it is most powerful for
every 0 € Q.
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UMP level o test

Consider C be the set of all the level o test. The UMP test in this class is
called a UMP level o test. J

UMP level « test has the smallest type Il error probability for any 6 € €
in this class.

= A UMP test is "uniform” in the sense that it is most powerful for
every 0 € Q.

= For simple hypothesis such as Hy : § = 6y and H; : 6 = 61, UMP level
« test always exists.
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Neyman-Pearson Lemma

Theorem 8.3.12 - Neyman-Pearson Lemma

Consider testing Hy : 0 = 6y vs. H; : 0 = 01 where the pdf or pmf

corresponding the 0; is f(x|0;), i =0, 1, using a test with rejection region
R that satisfies

v
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Neyman-Pearson Lemma

Theorem 8.3.12 - Neyman-Pearson Lemma

Consider testing Hy : 0 = 6y vs. H; : 0 = 01 where the pdf or pmf
corresponding the 0; is f(x|0;), i =0, 1, using a test with rejection region
R that satisfies
XxeR if f(x|61) > kf(x|6p) (8.3.1) and
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Neyman-Pearson Lemma

Theorem 8.3.12 - Neyman-Pearson Lemma

Consider testing Hy : 0 = 6y vs. H; : 0 = 01 where the pdf or pmf
corresponding the 0; is f(x|0;), i =0, 1, using a test with rejection region
R that satisfies
XxeR if f(x|61) > kf(x|6p) (8.3.1) and
x € R° if f{x|61) < kf(x|6p) (8.3.2)
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Neyman-Pearson Lemma

Theorem 8.3.12 - Neyman-Pearson Lemma

Consider testing Hy : 0 = 6y vs. H; : 0 = 01 where the pdf or pmf

corresponding the 0; is f(x|0;), i =0, 1, using a test with rejection region
R that satisfies

XxeR if f(x|61) > kf(x|6p) (8.3.1) and
x € R° if f{x|61) < kf(x|6p) (8.3.2)

For some £ > 0 and o = Pr(X € R|6y), Then,

v
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Neyman-Pearson Lemma

Theorem 8.3.12 - Neyman-Pearson Lemma

Consider testing Hy : 0 = 6y vs. H; : 0 = 01 where the pdf or pmf

corresponding the 0; is f(x|0;), i =0, 1, using a test with rejection region
R that satisfies

XxeR if f(x|61) > kf(x|6p) (8.3.1) and
x € R° if f{x|61) < kf(x|6p) (8.3.2)
For some £ > 0 and o = Pr(X € R|6y), Then,

= (Sufficiency) Any test that satisfies 8.3.1 and 8.3.2 is a UMP level «
test

v
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Neyman-Pearson Lemma

Theorem 8.3.12 - Neyman-Pearson Lemma
Consider testing Hy : 0 = 6y vs. H; : 0 = 01 where the pdf or pmf
corresponding the 0; is f(x|0;), i =0, 1, using a test with rejection region
R that satisfies

XxeR if f(x|61) > kf(x|6p) (8.3.1) and

x € R° if f{x|61) < kf(x|6p) (8.3.2)

For some £ > 0 and o = Pr(X € R|6y), Then,

= (Sufficiency) Any test that satisfies 8.3.1 and 8.3.2 is a UMP level «
test

= (Necessity) if there exist a test satisfying 8.3.1 and 8.3.2 with £ > 0,
then every UMP level « test is a size « test (satisfies 8.3.2), and
every UMP level « test satisfies 8.3.1 except perhaps on a set A
satisfying Pr(X € Alfy) = Pr(X € Al6,) = 0.

v
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Example of Neyman-Pearson Lemma

Let X € Binomial(2, ), and consider testing
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Example of Neyman-Pearson Lemma

Let X € Binomial(2, ), and consider testing
H0:9:00:1/2VS. H19:91:3/4
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Example of Neyman-Pearson Lemma

Let X € Binomial(2, ), and consider testing
H0:9:00:1/2VS. H19:91:3/4
Calculating the ratios of the pmfs given,

fo[6r) 1 f1161) _ 3 f2161)

9
f0l6o) — 4 f16o) 4 f26) 4
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Example of Neyman-Pearson Lemma

Let X € Binomial(2, ), and consider testing
H0:9:00:1/2VS. H19:91:3/4
Calculating the ratios of the pmfs given,

fo[6r) 1 f1161) _ 3 f2161)

9
f0l6o) — 4 f16o) 4 f26) 4

= Suppose that k£ < 1/4, then the rejection region R = {0,1,2}, and
UMP level « test always rejects Hy. Therefore
a = Pr(reject Hyld =6y =1/2) = 1.
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Example of Neyman-Pearson Lemma

Let X € Binomial(2, ), and consider testing
H0:9:00:1/2VS. H19:91:3/4
Calculating the ratios of the pmfs given,

fo[6r) 1 f1161) _ 3 f2161)

9
f0l6o) — 4 f16o) 4 f26) 4

= Suppose that k£ < 1/4, then the rejection region R = {0,1,2}, and
UMP level « test always rejects Hy. Therefore
a = Pr(reject Hyld =6y =1/2) = 1.

= Suppose that 1/4 < k< 3/4, then R = {1,2}, and UMP level « test
rejects Hy if t=1 or x = 2.
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Example of Neyman-Pearson Lemma

Let X € Binomial(2, ), and consider testing
H0:9:00:1/2VS. H19:91:3/4
Calculating the ratios of the pmfs given,

f0l61) 1 f(1l6r) 3 f(2161)

9
flolbo) 4" fll6o) 4" f2060) 4

= Suppose that k£ < 1/4, then the rejection region R = {0,1,2}, and
UMP level « test always rejects Hy. Therefore
a = Pr(reject Hyld =6y =1/2) = 1.

= Suppose that 1/4 < k< 3/4, then R = {1,2}, and UMP level « test
rejects Hy if t=1 or x = 2.

o = Pr(reject|d = 1/2) = Pr(z = 1)0 = 1/2) + Pr(z = 2|6 = 1/2) — %
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Example of Neyman-Pearson Lemma (cont'd)

= Suppose that 3/4 < k < 9/4, then UMP level « test rejects Hy if
T=2
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Example of Neyman-Pearson Lemma (cont'd)

= Suppose that 3/4 < k < 9/4, then UMP level « test rejects Hy if
T=2

1
a = Pr(reject|d = 1/2) =Pr(z=2|0 = 1/2) = 1
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Example of Neyman-Pearson Lemma (cont'd)

= Suppose that 3/4 < k < 9/4, then UMP level « test rejects Hy if
T=2

1
a = Pr(reject|d = 1/2) =Pr(z=2|0 = 1/2) = 1

= If k> 9/4 the UMP level « test always not reject Hy, and o =0
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Example - Normal Distribution

X, 2 (6, 02) where o2 is known. Consider testing Hy : 6 = g vs.

Hi : 0 = 01 where 01 > 0.
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Example - Normal Distribution

X 24 N(0,02) where o2 is known. Consider testing Hy : 0 = 6 vs.

: 0 = 07 where 61 > 0.
(1 — )
exp{ 552

o = 1[0

=1
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Example - Normal Distribution

X, 2 N(6,5?%) where 02 is known. Consider testing Hy : 8 = 6 vs.

Hi : 0 = 01 where 01 > 0.
- 1 (33'1 — 9)2
= 11 e -

fx[61)
fx[0o) eXp{_W}
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Example - Normal Distribution

X, 2 N(6,5?%) where 02 is known. Consider testing Hy : 8 = 6 vs.
Hi : 0 = 01 where 01 > 0.

fix|0) = f[l[giazexp{—@;ﬁ}]

f(xwl) o exp 202
f(x[6o) exp{_w}
S (i —601)2 " (3 — 6p)?
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Example - Normal Distribution

X, 2 N(6,5?%) where 02 is known. Consider testing Hy : 8 = 6 vs.
Hi : 0 = 01 where 01 > 0.

fix|0) = H1 [27302 P {‘@2;29)2}]

Sy (mi—61)?
fxley) | exp{-EEg
f(x[6o) exp {_¥}

o (xi—601)* S (wi— 6o)?
- P [_ 1202 + 1202
= exp Yo (21— 00)% = 3% (wi — 1)
202
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Example - Normal Distribution

X, 2 N(6,5?%) where 02 is known. Consider testing Hy : 8 = 6 vs.
Hi : 0 = 01 where 01 > 0.

fix|0) = H1 [27302 P {‘@2;29)2}]

fopyy oo { - Et

o) | S
— enp [ Eal O Bl eo>2]
N (=0
e [0 It eoq
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Example (cont'd)

UMP level « test rejects if

n(03 — 01)? + 237 zi(6 — 6o)
202

exp >k
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Example (cont'd)

UMP level « test rejects if

n(03 — 01)? + 237 zi(6 — 6o)

exp 50,2 >k
02 —01)2+25" . (6, — 6
— ™% 1)+222:Z:1$(1 0)>logk
o
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Example (cont'd)

UMP level « test rejects if

n(@% — 91)2 + 2 Z?:l xz(el — 90)] > L

exp s
02 —01)2+25 " x(0; — 6
<— (05 D)7+ 23 im 701 0) > log k
202
<:>in>15*
=1
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Example (cont'd)

UMP level « test rejects if

n(@% — 91)2 + 2 Z?:l xz(el — 90)] > L

exp

202
2 2 92 n 2 _
PN (g —01)° + 212135(91 o) > logk
202
— Z T > K

=1
a = Pr (ZXi>k*|00)
=1
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Example (cont'd)

Under Hy,

Xi ~ N(Q(), 0'2)
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Example (cont'd)

Under Hy,
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Example (cont'd)

Under Hy,
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Example (cont'd)

Under Hy,
~ N(90,0'2)
N(HO,O'Q/TL)

S
¢

where Z ~ N(0,1).
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Example (cont'd)
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Example (cont'd)

* o
K = n<90+za\/ﬁ>
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Example (cont'd)

o
K o= n<90+za\;ﬁ>

Thus, the UMP level o test reject if > X; > k¥, or equivalently, reject Hy
if X>k/n=00+ zq0/\/n
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Neyman-Pearson Lemma on Sufficient Statistics

Corollary 8.3.13

Consider Hy : = 0y vs Hy : @ = 01. Suppose T(X) is a sufficient statistic
for § and ¢(t|6;) is the pdf or pmf of T. Corresponding 6;,7i € {0,1}. Then
any test based on T with rejection region S'is a UMP level « test if it
satisfies
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Neyman-Pearson Lemma on Sufficient Statistics

Corollary 8.3.13

Consider Hy : = 0y vs Hy : @ = 01. Suppose T(X) is a sufficient statistic
for § and ¢(t|6;) is the pdf or pmf of T. Corresponding 6;,7i € {0,1}. Then
any test based on T with rejection region S'is a UMP level « test if it
satisfies

te S if g(¢61) > k- g(t|60) and
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Neyman-Pearson Lemma on Sufficient Statistics

Corollary 8.3.13

Consider Hy : = 0y vs Hy : @ = 01. Suppose T(X) is a sufficient statistic
for § and ¢(t|6;) is the pdf or pmf of T. Corresponding 6;,7i € {0,1}. Then
any test based on T with rejection region S'is a UMP level « test if it
satisfies

te S if g(¢61) > k- g(t|60) and
te S° if g(#161) < k- g(t|6o)
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Neyman-Pearson Lemma on Sufficient Statistics

Corollary 8.3.13

Consider Hy : = 0y vs Hy : @ = 01. Suppose T(X) is a sufficient statistic
for § and ¢(t|6;) is the pdf or pmf of T. Corresponding 6;,7i € {0,1}. Then
any test based on T with rejection region S'is a UMP level « test if it
satisfies

te S if g(¢61) > k- g(t|60) and
te S° if g(#161) < k- g(t|6o)

For some k> 0 and a = Pr(T € S|6p)
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Proof

The rejection region in the sample space is

R = {x:T(x)=te S}
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Proof

The rejection region in the sample space is

R = {x:T(x)=te S}
= {x: g(T(x)[61) > kg(T(x)|60)}

Hyun Min Kang Biostatistics 602 - Lecture 20 March 28th, 2013 17 /1



Proof

The rejection region in the sample space is

R = {x:T(x)=te S}
= {x: g(T(x)[61) > kg(T(x)|60)}

By Factorization Theorem:

fix(6:) = h(x)g(T(x)]6:)
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The rejection region in the sample space is

R = {x:T(x)=te S}
= {x: g(T(x)[61) > kg(T(x)|60)}

By Factorization Theorem:

fix(6:) = h(x)g(T(x)]6:)
R = {x:g(T(x)[01)h(x) > kg(T(x)|00)h(x)}
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The rejection region in the sample space is

R = {x:T(x)=te S}
= {x: g(T(x)[61) > kg(T(x)|60)}

By Factorization Theorem:

fix(6:) = h(x)g(T(x)]6:)
R = {x:g(T(x)[01)h(x) > kg(T(x)|00)h(x)}
= {x: f(x|01) > kf(x|6o)}
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The rejection region in the sample space is

R = {x:T(x)=te S}
= {x: g(T(x)[61) > kg(T(x)|60)}

By Factorization Theorem:

fix(6:) = h(x)g(T(x)]6:)
R = {x:g(T(x)[01)h(x) > kg(T(x)|00)h(z)}
= {x: f(x|01) > kf(x|6o)}

By Neyman-Pearson Lemma, this test is the UMP level « test, and

a = Pr(XeR)=Pr(T(X) € S|6)
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Revisiting the Example of Normal Distribution

X; g (6, 02) where o2 is known. Consider testing Hy : 6 = g vs.

Hy : 0 =01 where 6, > 6.
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Revisiting the Example of Normal Distribution

X; g (6, 02) where o2 is known. Consider testing Hy : 6 = g vs.

Hy : 0 =01 where 6, > 6.
T = X is a sufficient statistic for 6, where T'~ N(0,02/n).
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Revisiting the Example of Normal Distribution

X; 1 N(6,5?%) where o2 is known. Consider testing Hy : 6 = 6 vs.

Hy : 0 =01 where 6, > 6.
T = X is a sufficient statistic for 6, where T'~ N(0,02/n).

1 —0;)?
9(46:) = \/27m2/nexp{_(t202/r)z}
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Revisiting the Example of Normal Distribution

X; 1 N(6,5?%) where o2 is known. Consider testing Hy : 6 = 6 vs.

Hy : 0 =01 where 6, > 6.
T = X is a sufficient statistic for 6, where T'~ N(0,02/n).

_ 1 (t—0,)?
) = o {— o }
(t—61)*
g(to) P {_ 27/ }
g(t|00) exp {—(;;20?2?}
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Revisiting the Example of Normal Distribution

X; 1 N(6,5?%) where o2 is known. Consider testing Hy : 6 = 6 vs.
Hy : 0 =01 where 6, > 6.
T = X is a sufficient statistic for 6, where T'~ N(0,02/n).

1 —0;)?
9(46:) = \/27m2/nexp{_(t202/r)z}

(t—=61)*
g(to) P {_ 27/ }
g(t|00) exp {—(;;20?2?}
1
= exp {_202/n [(t— 91)2 —(t— 90)2]}
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Revisiting the Example of Normal Distribution

X; 1 N(6,5?%) where o2 is known. Consider testing Hy : 6 = 6 vs.
Hy : 0 =01 where 6, > 6.
T = X is a sufficient statistic for 6, where T'~ N(0,02/n).

1 —0;)?
9(46:) = \/27m2/nexp{_(t202/r)z}

9(1]61) xp
g( t| 00) exp

(t—01)% — (t—60)? }

%l/n 63 — 63 — 2t(61 — 60)] }
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Revisiting the Example (cont'd)

UMP level « test reject if

exp{ 1/ [02 02 — 2t(6; — 00)]} >k

Hyun Min Kang Biostatistics 602 - Lecture 20 March 28th, 2013 19/1



Revisiting the Example (cont'd)

UMP level « test reject if

exp{ 1/ [02 02 — 2t(6; — 00)]} >k

2 g2
— m [_(91 — 6) +2(61 — 90)] > logk
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Revisiting the Example (cont'd)

UMP level « test reject if

exp{ 1/ [02 02 — 2t(6; — 00)]} >k

2 g2
— m [_(91 — 6) +2(61 — 90)] > logk

— X=t > kK
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Revisiting the Example (cont'd)

Under Hy, X ~ N (6p,0%/n). k* satisfies
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Revisiting the Example (cont'd)

Under Hy, X ~ N (6p,0%/n). k* satisfies

Pr(reject Hylfy) = «

Hyun Min Kang Biostatistics 602 - Lecture 20 March 28th, 2013 20 /1



Revisiting the Example (cont'd)

Under Hy, X ~ N (6p,0%/n). k* satisfies

Pr(reject Hylfy) = «
a = Pr(X > k\6)
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Revisiting the Example (cont'd)

Under Hy, X ~ N (6p,0%/n). k* satisfies

Pr(reject Hylfy) = «
a = Pr(X > k\6)
X—0y Kk —6
= P
(o> o)
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Revisiting the Example (cont'd)

Under Hy, X ~ N (6p,0%/n). k* satisfies

Pr(reject Hylfy) = «
a = Pr(X > k\6)
X—0y Kk —6
= P
(o> o)

- <Z> Z/ﬁ)
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Revisiting the Example (cont'd)

Under Hy, X ~ N (6p,0%/n). k* satisfies

Pr(reject Hylfy) = «
a = Pr(X > k\6)
X—0y Kk —6
= P
(o> o)

- <Z> Z/ﬁ)

= ZOL

K — 0,
o/v/n
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Revisiting the Example (cont'd)

Under Hy, X ~ N (6p,0%/n). k* satisfies

Pr(reject Hy|0o)

«
kK — 0o
a/v/n
k*

(%

PI‘(X> k}*le())

(o> am )

o <Z> Z/ﬁ)

e

g
n
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Monotone Likelihood Ratio

Definition
A family of pdfs or pmfs {g(¢|0) : § € Q} for a univariate random variable
T with real-valued parameter § have a monotone likelihood ratio if 9(462)

9(461)
is an increasing (or non-decreasing) function of ¢ for every 63 > 6; on

{t: g(t]61) > 0 or ¢g(t|f2) > 0}.
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Monotone Likelihood Ratio

Definition
A family of pdfs or pmfs {g(¢|0) : § € Q} for a univariate random variable
T with real-valued parameter § have a monotone likelihood ratio if 9(462)

9(461)
is an increasing (or non-decreasing) function of ¢ for every 63 > 6; on

{t: g(t]61) > 0 or ¢g(t|f2) > 0}.

Note: we may define MLR using decreasing function of ¢. But all following
theorems are stated according to the definition.
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Example of Monotone Likelihood Ratio

= Normal, Poisson, Binomial have the MLR Property (Exercise 8.25)

Hyun Min Kang Biostatistics 602 - Lecture 20 March 28th, 2013 22 /1



Example of Monotone Likelihood Ratio

= Normal, Poisson, Binomial have the MLR Property (Exercise 8.25)
= If Tis from an exponential family with the pdf or pmf

g(f0) = h()c(0) explw(®) - 4

Then T has an MLR if w(#) is a non-decreasing function of 6.
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Suppose that 65 > 6.
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Suppose that 65 > 6.

9(162) h(t) c(02) exp[w(62)1]
g(t61) h(t)c(6y) exp[w(67)1]
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Suppose that 65 > 6.

g(tl02) ~_ h(t)c(B2) explw(fa)f]
g(t61) h(t)c(6y) exp[w(67)1]
c(62)
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Suppose that 65 > 6.

9(11602)
9(#61)

h()c(62) explu(0)1
h(D)c(6r) explu(f)1
c(0)

() PLu(0:) — w(On)}

If w() is a non-decreasing function of #, then w(f2) — w(f;) > 0 and
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Suppose that 65 > 6.

9(11602)
9(#61)

h()c(62) explu(0)1
h(D)c(6r) explu(f)1
c(0)

() PLu(0:) — w(On)}

If w() is a non-decreasing function of #, then w(f2) — w(f;) > 0 and
exp[{w(f2) — w(#1)}1] is an increasing function of t. Therefore, 9(f02) ;

is a
9(#161)

non-decreasing function of ¢, and 7 has MLR if w(#) is a non-decreasing

function of 6.
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Karlin-Rabin Theorem

Theorem 8.1.17

Suppose T(X) is a sufficient statistic for 6 and the family {g(t|0) : 6 € Q}
is an MLR family. Then
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Karlin-Rabin Theorem

Theorem 8.1.17

Suppose T(X) is a sufficient statistic for 6 and the family {g(t|0) : 6 € Q}
is an MLR family. Then

@ For testing Hy : 0 < 6y vs Hy : 0 > 6y, the UMP level « test is given
by rejecting Hy is and only if 7> t; where v = Pr(T > y|6y).
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Karlin-Rabin Theorem

Theorem 8.1.17

Suppose T(X) is a sufficient statistic for 6 and the family {g(t|0) : 6 € Q}
is an MLR family. Then

@ For testing Hy : 0 < 6y vs Hy : 0 > 6y, the UMP level « test is given
by rejecting Hy is and only if 7> t; where v = Pr(T > y|6y).

® For testing Hy : 0 > 0y vs Hy : 6 < 6y, the UMP level « test is given
by rejecting Hp if and only if T'< ty where a = Pr(T < ty|6).
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Example Application of Karlin-Rabin Theorem

Let X; %L A/(0,02) where o2 is known, Find the UMP level o test for

Hy:0<0yvs H :0 > 0.
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Example Application of Karlin-Rabin Theorem

Let X; “< A (0, 0?) where o2 is known, Find the UMP level o test for

Hy:0<0yvs H :0 > 0.
T(X) = X is a sufficient statistic for #, and T ~ N (0,0%/n).
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Example Application of Karlin-Rabin Theorem

Let X; “< A (0, 0?) where o2 is known, Find the UMP level o test for

Hy:0<0yvs H :0 > 0.
T(X) = X is a sufficient statistic for #, and T ~ N (0,0%/n).

g(#e) =

e {4297
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Example Application of Karlin-Rabin Theorem

Let X; “< A (0, 0?) where o2 is known, Find the UMP level o test for

Hy:0<0yvs H :0 > 0.
T(X) = X is a sufficient statistic for #, and T ~ N (0,0%/n).

1 —0)?

1 . { t2+92—2t9}
= —— X -
V2mo?/n P 202/
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Example Application of Karlin-Rabin Theorem

Let X; “< A (0, 0?) where o2 is known, Find the UMP level o test for

Hy:0<0yvs H :0 > 0.
T(X) = X is a sufficient statistic for #, and T ~ N (0,0%/n).

1 —0)°
alif) = \/27T02/nexp{_(302/zl}

1 . { t2+92—2t9}
= —— X -
V2mo?/n P 202/

N TP S O S PR
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Example Application of Karlin-Rabin Theorem

Let X; “< A (0, 0?) where o2 is known, Find the UMP level o test for

Hy:0<0yvs H :0 > 0.
T(X) = X is a sufficient statistic for #, and T ~ N (0,0%/n).

_ 1 o (t—0)°

g(#0) = N p{ 202/n }
- L {_t2+92—2t9}
- /2n02/n P 202 /n

N TP S O S PR

= W(t)c(6) explw(6)]

where w(f) = 029/71 is an increasing function in 6. Therefore T'is MLR

property.
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Finding a UMP level o test

By Karlin-Rabin, UMP level « test rejects Hy iff. T > ty where
a = Pr(T> tlb)
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Finding a UMP level o test

By Karlin-Rabin, UMP level « test rejects Hy iff. T > ty where

)

a = Pr(T> tlb)
T—00 th—0o
HEv e
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Finding a UMP level o test

By Karlin-Rabin, UMP level « test rejects Hy iff. T > ty where

)

a = Pr(T> tlb)
T—00 th—0o
HEv e

= (2 )

where Z ~ N(0,1).
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Finding a UMP level o test

By Karlin-Rabin, UMP level « test rejects Hy iff. T > ty where

)

a = Pr(T> tlb)
T—00 th—0o
HEv e

= (2 )

where Z ~ N(0,1).

to—0h p
o/fyn
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Finding a UMP level o test

By Karlin-Rabin, UMP level « test rejects Hy iff. T > ty where

)

a = Pr(T> tlb)
T—00 th—0o
HEv e

= (2 )

where Z ~ N(0,1).

to—b _ p
o/vn “
St = O+ ——
tO - 0 ﬁza
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Finding a UMP level o test

By Karlin-Rabin, UMP level « test rejects Hy iff. T > ty where

)

a = Pr(T> tlb)
B T—00 th—0o
HEv e

= (2 )

where Z ~ N(0,1).

to—b _ p
o/\/n “
(o2
=1ty = 00 -+ ﬁza
UMP level « test rejects Hy if T= X > 0y + ﬁza.
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Testing Hy: 60 > 60y vs. Hy : 0 < 6

UMP level « test rejects Hy if T < ty where
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Testing Hy: 60 > 60y vs. Hy : 0 < 6

UMP level « test rejects Hy if T < ty where

T— 09 < to — O
o/vn — o/yn

a = Pr(T< tlo) —Pr(

)
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Testing Hy: 60 > 60y vs. Hy : 0 < 6

UMP level « test rejects Hy if T < ty where

T— 09 < to — O
o/vn — o/yn

a = Pr(T< tlo) —Pr(

- <Z< tg/_weﬁo)

)
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Testing Hy: 60 > 60y vs. Hy : 0 < 6

UMP level « test rejects Hy if T < ty where

P(T Oo _ o —0o
i)
)

o = (T< t0|00)

:p<

1a:P<2

)

o/ " o\
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Testing Hy: 60 > 60y vs. Hy : 0 < 6

UMP level « test rejects Hy if T < ty where

P(T Oo _ o —0o
i)
)

)

o = (T< t0|00)

:p<

1a:P<>

to — tho ;
O’/\/ﬁ - 11—«

o/ " o\
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Testing Hy: 60 > 60y vs. Hy : 0 < 6

UMP level « test rejects Hy if T < ty where

a = Pr(T< tylh) =Pr (Z/\/H’O tg/\/‘gj >
- {o<s8)
= (a8
to =6 _
o/Vn oo
ty = 00—1-%21—04:00_%%‘

Therefore, the test rejects Hy if T < ty =60 — %za
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Normal Example with Known Mean

X; id (p0, 02) where o2 is unknown and pig is known. Find the UMP

level o test for testing Hy : 02 < 08 vs. Hy : 02> O'g. Let
T=>"1(X;— po)? is sufficient for o2.

2

Hyun Min Kang Biostatistics 602 - Lecture 20 March 28th, 2013 28 /1



Normal Example with Known Mean
Xz' 1/21) (,uo, 02) where 02
level o test for testing Hy : 02 < 08 vs. Hy : 02> O'g. Let

T =" 1(X;— uo)? is sufficient for 02. To check whether T has MLR
property, we need to find g(#/o?).

is unknown and g is known. Find the UMP
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Normal Example with Known Mean
Xz' 1/21) (,uo, 02) where 02
level o test for testing Hy : 02 < 08 vs. Hy : 02> O'g. Let

T =" 1(X;— uo)? is sufficient for 02. To check whether T has MLR
property, we need to find g(#/o?).

is unknown and g is known. Find the UMP
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Normal Example with Known Mean
Xz' 1/21) (,uo, 02) where 02
level o test for testing Hy : 02 < 08 vs. Hy : 02> O'g. Let

T =" 1(X;— uo)? is sufficient for 02. To check whether T has MLR
property, we need to find g(#/o?).

is unknown and g is known. Find the UMP

Xi — po

~ N(0,1)
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Normal Example with Known Mean

X; id N (o, %) where o2 is unknown and g is known. Find the UMP
level o test for testing Hy : 02 < 08 vs. Hy : 02> O'g. Let

T =" 1(X;— uo)? is sufficient for 02. To check whether T has MLR
property, we need to find g(#/o?).
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Normal Example with Known Mean

X; id N (o, %) where o2 is unknown and g is known. Find the UMP
level o test for testing Hy : 02 < 08 vs. Hy : 02> O'g. Let

T =" 1(X;— uo)? is sufficient for 02. To check whether T has MLR
property, we need to find g(#/o?).

~ N(0,1)

Xi— o\’ ~ 32
. 1

(X0
Y = T/(J’2:Z<Z > NX%L

“ o
=1

73/%_1@_%
NOEE
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Normal Example with Known Mean (cont'd)
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Normal Example with Known Mean (cont'd)

Hyun Min Kang

fr(?)
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Normal Example with Known Mean (cont'd)

Hyun Min Kang

fr(?)
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Normal Example with Known Mean (cont'd)

where w(o?) =

Hyun Min Kang

fr(?)

1 £\ 2 s dy
= - e o —_—
L (2)2v/2 \ o2 dt
1 £\ 1
T r(@mer\?) T2
a1 1)2 "
S rmrr\e?) ©
g

is an increasing function in o2.
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Normal Example with Known Mean (cont'd)

1 t\? _t_|dy
t = — o2 | —=
O = s (%) =2
1 AR
= —_— e 202 —
L (2)2v2 \ o2 o?
a1 1)2 e
T e\
= h(t)c(0?) explw(c?)d]
where w(o?) = —51; is an increasing function in 0. Therefore,

T=>"",(X;— po)? has the MLR property.
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Normal Example with Known Mean (cont'd)

By Karlin-Rabin Theorem, UMP level « rejects s Hy if and only if T'> %
where tq is chosen such that a = Pr(T > ty|od).
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Normal Example with Known Mean (cont'd)

By Karlin-Rabin Theorem, UMP level « rejects s Hy if and only if T'> %

where tq is chosen such that a = Pr(T > ty|od).
Note that L ~ y2

o2

Pr(T> tylod) = Pr <7; > B

2
oy 9p

ag>
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Normal Example with Known Mean (cont'd)

By Karlin-Rabin Theorem, UMP level « rejects s Hy if and only if T'> %

where tq is chosen such that a = Pr(T > ty|od).
Note that J; ~ x2

Pr(T> tylod) = Pr <7; > B

ag>

2
T
2
5 ™~ Xn
99
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Normal Example with Known Mean (cont'd)

By Karlin-Rabin Theorem, UMP level « rejects s Hy if and only if T'> %
where tq is chosen such that a = Pr(T > ty|od).
Note that L ~ y2

o2
T _ b
Pr(T > to|lod) = Pr<2 > —|og
g g
0 0
T
2
5 ™~ Xn
90
2 W) _
Pr <xn > 2) = «
70
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Normal Example with Known Mean (cont'd)

By Karlin-Rabin Theorem, UMP level « rejects s Hy if and only if T'> %
where tq is chosen such that a = Pr(T > ty|od).
Note that J; ~ x2

T
Pr(T> tylod) = Pr <02 > % a§>
0 0
T 2
0(2) Xn
Pr <x% > t(;> = «
90
b
072) = X%L,Cl{
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Normal Example with Known Mean (cont'd)

By Karlin-Rabin Theorem, UMP level « rejects s Hy if and only if T'> %
where tq is chosen such that a = Pr(T > ty|od).

Note that J; ~ x2

Pr(T > t|op)

g
H
N
=<
3N
V
Q.| s
S oqw‘goi‘/oqm‘ﬂ

Pr <1; > % 08)
09 90

Xa

«

Xoa

03X e

where X2 , satisfies f;; fe(p)dz = a.
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Remarks

= For many problems, UMP level « test does not exist (Example
8.3.19).
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Remarks

= For many problems, UMP level « test does not exist (Example
8.3.19).

= In such cases, we can restrict our search among a subset of tests, for
example, all unbiased tests.
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Summary

= Uniformly Most Powerful Test
= Neyman-Pearson Lemma
= Monotone Likelihood Ratio

= Karlin-Rabin Theorem
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= Uniformly Most Powerful Test

= Neyman-Pearson Lemma
= Monotone Likelihood Ratio

= Karlin-Rabin Theorem

Next Lecture
= Asymptotics of LRT
= Wald Test
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