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Last Lecture : Ancillary Statistics

Definition 6.2.16

A statistic S(X) is an ancillary statistic if its distribution does not depend
on 0.

Examples of Ancillary Statistics

- Xy, X 2SS N (11, 0?) where o2 is known.

. s = ﬁ % (X1 — X)? is an ancillary statistic
= X — Xy ~ N(0,202) is ancillary.
= (X1 + X2)/2 — X5 ~ N(0,1.502) is ancillary.

(n—l)si
— Q2

- ~ X%—l is ancillary.
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® What is an ancillary statistic for 67
® Can an ancillary statistic be a sufficient statistic?
© What are the location parameter and the scale parameter?

O In which case ancillary statistics would be helpful?
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Example : Uniform Ancillary Statistics

= Xy, , X = Uniform(6,60 + 1).
= Show that R = X(,,) — X(y) is an ancillary statistic.

Possible Strategies

= Method 1 : Obtain the distribution of R and show that it is
independent of 6.

= Method 2 : Represent R as a function of ancillary statistics, which is
independent of 6.
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Method 2 - A Simpler Proof Location-Scale Family and Parameters

fx(#]0) = I[0<z<0+1)=I0<z—0<1) Definition 3.5.5
Let f(z) be any pdf. Then for any u, —o0o < p < 00, and any o > 0 the

family of pdfs f((x — u)/0)/o, indexed by the parameter (i, o) is called
_ c—f ~ : L . dz — )
Let ¥i= X;— 0 ~ Uniform(0,1). Then X; = Y; +0, ‘dy| 1 holds. the location-scale family with standard pdf f(x), and p is called the

location parameter and o is called the scale parameter for the family.

v

y) = I0<y+0-0<)|E=10<y<1)
Example
Then, the range statistic R can be rewritten as follows. . flz) = \/%6_:52/2 ~ N(0, 1)
¢ f((o—p)/o)fo = eI L Ny, 0?)
R = Xy —Xay=Yw+0) = (Yo +0) = Y = Y : )
As Y(, — Y(1) is a function of Yi,---, Yy, Any joint distribution of
Y1,---, Y, does not depend on . Therefore, R is an ancillary statistic.
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Complete Statistics Notes on Complete Statistics

= Let T = {fr(1l6),0 € 2} be a family of pdfs or pmfs for a statistic

= Notice that completeness is a property of a family of probability

T(X). N . o
T s T e . o distributions, not of a particular distribution.
. € family of probabi |t.y |?tr| utions Is called complete | = For example, XN./\/(O, 1) and g(x) — 7 makes E[g(X)] — EX =0,
= E[g(T)|0] = 0 for all 8 implies Pr[g(T) = 0]0] =1 for all 6. but Pr(g(X) = 0) = 0 instead of 1.

= In other words, = 0 almost surely.
(D) Y = The above example is only for a particular distribution, not a family

= Equivalently, T(X) is called a complete statistic of distributions.
= If X~ N(6,1),—00 < 6 < oo, then no function of X except for

30 — 0 satises ETa0X)0 o al 0.

= T(X) ~N(0,1) = Therefore, the family of N'(6, 1) distributions, —oco < 6 < oo, is
= 9,(T(X)) =0 = Pr[g,(T(X)) =0] = 1. complete.

" 92(T(X)) = I(T(X) = 0) = Prlgy(T(X)) = 0] = 1 - Pr[T(X) = 0)].
In this case, g5(T(X)) = 0 is almost surely true.
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Why "Complete” Statistics? Example - Poisson distribution

Stigler (1972) Am. Stat. 26(2):28-9
_ . v Probem |
= While a student encountering completeness for the first time is very o
likely to appreciate its usefulness, he is just as likely to be puzzled by = Suppose T = {fT fr(tA) = 2 v } for t€ {0,1,2,---}. Let
its name, and wonder what connection (if any) there is between the A € Q ={1,2}. Show that this family is NOT complete
statistical use of the term "complete”, and the dictionary definition:
lacking none of the parts, whole, entire.

| A\

N _ Proof strate
= Requiring ¢g(T) to satisfy the definition puts a restriction on g. The 3

larger the family of pdfs/pmfs, the greater the restriction on g. When
the family of pdfs/pmfs is augmented to the point that E[g(7)] =0 = which is a function g such that E[g(T)|A\] =0 for A = 1,2 but
for all 6, it rules out all g except for the trivial g(T) = 0, then the g(T) # 0.

family is said to be complete.

= We need to find a counter example,
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Poisson distribution example : Proof Poisson distribution example : Proof (cont'd)
The function g must satisfy Define ¢(t) as
- A
Elg(T)[N = ¢(1) =0 2 t=0Vi=2
t=0 g(t) = -3 t=1
for A € {1,2}. Thus, 0  otherwise
4 Then
Bl(DI=1] = S, gt) g =0
t,—2 o0
Elg(T)A=2] = X2 9t)%5—=0 > g/t = g(0)/0!+ g(1)/11 + g(2)/2! =2 -3+2/2=0
The above equation can be rewritten as t=0
oo
2tg(t) /8 = g(0)/0! +2g(1)/1! +2%¢g(2)/2! =2 -6 +8/2 =0
Dog)/t =0 ;

0o ot P There exists a non-zero function g that satisfies E[g(T)\] = 0 for all
>0 2g(t)/tt =0 . .
A € Q. Therefore this family is NOT complete.
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Another example with Poisson distribution

Problem

= Xi,, Xn =4 Poisson(\), A > 0.
= Show that 7T(X) = >"7" , X; is a complete statistic.

Proof strategy

= Need to find the distribution of T(X)

= Show that there is no non-zero function g such that E[g(T)|\] = 0 for
all A
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Proof : Finding the moment-generating function of X

7!

o0
-y AAENT e e

=0
o0 —
_ Ze—xees,\(es)\)we A

|
=0 -

()
A e\
= ¢ proisson(x|€s)‘)
=0

6)\(6371)
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Proof : Finding the MGF of T(X) =", X;

MT<S> = E(eSZXi> — K (ﬁ 63X¢)
= HE(eSXi) — [E(ein)]"
=1

|:e—/\(es—1)] " A1)

Theorem 2.3.11 (b)

Let Fx(z) and Fy(y) be two cdfs all of whose moments exists. If the
moment generating functions exists and Mx(t) = My(t) for all ¢ in some
neighborhood of 0, then Fx(u) = Fy(u) for all u.

By Theorem 2.3.11, T(X) ~ Poisson(n\).
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Proof : Showing E[¢(T)|\] = 0 <= Pr[g(T) =0] =1

. Suppose that there exists a g(7T) such that E[g(T)|A] = 0 for all A > 0.

o0 efnk(n)\)t
L

t=0

E[g(j)’)‘] =
Z nA)?t

Which is equivalent to

io: g(t)nt)\t = 0
t!
t=0

for all A > 0. Because the function above is a power series expansion of A,

g(t)nt/tl =0 for all . and g(t) = 0 for all . Therefore T(X) = Y%, X; is

a complete statistic.
Hyun Min Kang
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Example : Uniform Distribution
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Proof : Uniform Distribution (cont'd)

Let X1, -, Xn A% Uniform(0,6), 8 > 0, Q = (0, c0).
Show that X, is complete.

v

We need to obtain the distribution of T(X) = X,. Let
fx(2) = 510 < z < ), then its cdf is Fx(z) = 21(0 < z < §) + I(z > 0).

Frl) = () Fx()

(n—1)
n(t -l —nmn—1
3 lg I0<t<@)=ng """ I0< t<0)

A\
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A simpler proof (how it was solved in the class)

Consider a function g(7) such that E[g(7)|0] =0 for all § >0

6
BDIo) = [ gong 00 < ¢ < 0)d
0
6
— | gmytar=0
0™ Jo
0
/g(t)t"_ldt =0
0
Taking derivative of both sides,
g™t = 0
g(6) = 0

for all & > 0. Because g(T) = 0 holds for all § > 0, T(X) = X, is a

complete statistic.
Hyun Min Kang
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Consider a function g(7) such that E[g(7)|0] =0 for all § >0
Elg(T)0] =

6
- ﬁ/ gt tdt=0
0" Jo

Taking derivative of both sides,

0
/ g()nd~ "1 I(0 < t < ) dt
0

2 0
ﬁ n—1 _ n n—1 g, __
0ng(9)0 0n+1/0 g(O)t" dt=0
ng(0) _nn [°
o 00" ),

o)t dt = ZElg(1)]6] = 0

Because g(T) = 0 holds for all § > 0, T(X) = X(;, is a complete statistic.
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Another Example of Uniform Distribution

= Let X1,---, X, = Uniform(6,0 + 1), 0 € R.

= We have previously shown that T(X) = (X(;), X(y,)) is a minimal
sufficient statistic for 6.

= Show that T(X) is not a complete statistic.

Proof - Using a range statistic

Define R = X(,;) — X(1). We have previously shown that

n(n—1)r"2(1 - ) ,0<r<1

fr(rl0) =

Then R ~ Beta(n —1,2), and E[R|0] = Zf%

y
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Even Simpler Proof

Define g(T(X)) = X(n) — X(l) — ol

n+1
Flg(T)6] = ElXp— Xl — 0
g = ElXp — Xolf] - =5
B n—l_n—l_
o n-+1 n—l—l_

Therefore, there exist a g(T) such that Pr[g(T)|0] < 1 for all 8, so
T(X) = (X(1), X(n)) is not a complete statistic.

Hyun Min Kang Biostatistics 602 - Lecture 05 January 24th, 2013 21 /26

Complete Statistics
0000000000000000800

Example from Stigler (1972) Am. Stat.

Let X is a uniform random sample from {1,---,0} where § € Q@ = N. Is
T(X) = X a complete statistic?

Consider a function g(T) such that E[g(T)|f] = 0 for all 6 € N.
Note that fy(z) = $I(z € {1, ,0}) = §1Iy,(z).

Fo(TI6) = Blo(X16] =3 7o(@) = 53 gla) =0
=1 =1l
0
Y gm) = 0

A
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= We know that R = X(,,) — X(q) is an ancillary statistic, which do not
depend on 6.

= Define g(T) = X(,,) — X(1) — E(R). Note that E(R) is constant to 6.
= Then E[¢(T)|f] = E(R) — E(R) =0, so Tis not a complete statistic.
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Solution (cont'd)

for all & € N, which implies
- W0 =1, g() = g(1) =0
- if0=2 30, g(z) = g(1) + g(2) = g(2) = 0.
- 0=k 30 o(x) = g(1) + -+ g(k— 1) +9(2) = g(k) = 0.

Therefore, g(z) =0 for all z € N, and T(X) = X is a complete statistic for
0eQ=N.
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Is the previous example barely complete?

Modified Problem

Let X is a uniform random sample from {1,--- , 60} where
0 € Q=N-—{n}. Is T(X) = X a complete statistic?

Define a nonzero g(z) as follows

1 T=n
-1 z=n+1
0 otherwise

0
s = 53w ={ ] 575

g(z) =
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Summary
[ ]

Summary

Today - Complete Statistics

= Examples of complete statistics
= Two Poisson distribution examples
= Two Uniform distribution examples

= Example of barely complete statistics.

v

Next Lecture

= Basu's Theorem
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