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Last Lecture

Biostatistics 602 - Statistical Inference

Lecture 10
Maximum Likelihood Estimator

@® What is a point estimator, and a point estimate?

® What is a method of moment estimator?

© What are advantages and disadvantages of method of moment
Hyun Min Kang estimator?
® What is a maximum likelihood estimator (MLE)?

® How can you find an MLE?
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Recap - Method of Moment Estimator Recap - Example of Method of Moment Estimator

= Point Estimation - Estimate 6 or 7(0). -
= Method of Moment n

1
m1=7—12 Xi:EX:,ul ni:l
1
:_E X2 = EX? =
mo n 3 H2

= Easy to implement

my, = 1 ZXic = EXF = = Easy to understand
n = Estimators can be improved; use as initial value to get other
estimators
= No guarantee that the estimator will fall into the range of valid
parameter space.
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Recap - Likelihood Function

TG0 o ey B fx(2]0). The join distribution of X = (X1,---, X,,) is

Fx(x(8) = [ I fx(ail6)
=1

Given that X = x is observed, the function of # defined by L(0|x) = f(x|0)
is called the likelihood function.
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How do we find MLE?

If the function is differentiable with respect to 6,
® Find candidates that makes first order derivative to be zero

® Check second-order derivative to check local maximum.

= For one-dimensional parameter, negative second order derivative
implies local maximum.

= For two-dimensional parameter, suppose L(61, 62) is the likelihood
function. Then we need to show

(a) 82[/(91,92)2/69% < 0or 62[1(01,02)2/80% < 0.
(b) Determinant of second-order derivative is positive

= Check boundary points to see whether boundary gives global maximum.
If the function is NOT differentiable with respect to 6.
= Use numerical methods

= Or perform direct maximization, using inequalities, or properties of
the function.
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Recap - Example Likelihood Function

= X1, Xo, X3, X1 ~3 Bernoulli(p), 0 < p < 1.

= x=(1,1,1,1)7

= Intuitively, it is more likely that p is larger than smaller.
L(p|x) = fix|p) = [Tj=; p"(1 — p)' =% = p".

x=(1,1,1,1)

1.0

L(plx)

00 02 04 06 08 10
p
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Example of MLE : Uniform Distribution

Problem

X1, Xo A3 Uniform(0, ), where X; € [0,6] and 6 > 0.

n n

LO)x) = H%](ngige):%HI(ngige)
=1 =l
= %I(nglgﬁ/\nJ\ngnSG)

1
= %I(:E(n) < Q)I(IE(D >0)

We need to maximize 1/6" subject to constraint that 0 < Iy < 0.
Because 1/6™ decreases in 6, the MLE is §(X) = Xn)-
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Example of MLE : Normal Distribution

Solution : Normal Distribution (cont'd)

The likeinood funcion s
Suppose n pairs of data (Xi, Y1), -, (X, Y5) where X; is generated S (g — o — Bap)?
) ) ) ) _ — y a ,8$)
from an unknown distribution, and Y; are generated conditionally on X;. L(a, 8,0%x,y) = f(x)(270?) /2 exp |- =51 1202 :
Y| X; ~ N(a+ BX;, 0%)
The log-likelhood function can be simplied as
Find the MLE of (a, 8, 02).
’ n > i (y; — a — Bxy)?
(o, B,0%) = C— =log(2no?) — &==10%
(6.7 = O g loslere)
The joint distribution of (X7, Y1), -+, (X, Y3,) is
n
fy(6y) = A T ] A Cwile) ot _ 2 i (y—a—Bn)  ng—na—nfT 0
i=1 Oa 202 o2
n A — A_
_ 1 (y; — o — B)? a = y—pz
= 5 g |-
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Solution : Normal Distribution (cont’'d)

Putting Things Together

ol 2 Z?_l(yi —a — fBr;); _ Z?:l T;y; — naT — 2?21 I%

BE; 202 - o2 =0 Therefore, the MLE of (a, 3,02?) is
>ty @iy — na(y — ) — B o =0 & = y— B
n —_
B = 2 iz il 1Ty 3 > i1 Tl — 1Y
n — =
Y@ — S, a2 — nz?
N 1 <&
02 = = (y,— & — fx;)?
oL _ nor +Z?:1(yi—a—5$¢)2:0 n; ’ !
do? 2210 2(02)?

1 . oA
# = 23 (- )
=1
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Example : Normal Distribution with Known Variance

X1, Xn 2% A (1, 1) where i > 0. Find MLE of .

vy

T — )2 n )2
L(,U,|X) — H 1 e {_M} :(ZW)_n/QeXp {_2121(1 H)

V2w 2 5 -
" . 2
l(,U/|X) — log L(u,x) = 0= Zi:l(;z ,U/)
ol _ 22?:1(%—/;):0’ 8_2l<0
o 2 o2
n
=1
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Invariance Property of MLE

If § is the MLE of 6, what is the MLE of 7(6)?

X1, , X, 2 Bernoulli(p) where 0 < p < 1.
@ What is the MLE of p?
® What is the MLE of odds, defined by n = p/(1 — p)?

MLE
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The MLE parameter must be within the parameter space

We need to check whether [ is within the parameter space [0, 00).
= If 2> 0, i = 7 falls into the parameter space.
» If2<0, i =7 does NOT fall into the parameter space.

When 2 < 0
o A— B
o ;Zl(ifi—ﬂ)—n(x—ﬂ) <0

for u > 0. Therefore, (1|x) is a decreasing function of p. So i = 0 when
7 < 0. Therefore, MLE is

f1(X) = max(X, 0)
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Liplx) = J]#"(1 =)' = p==(1 - p)" ="
=1
(plx) = logpz z; 4+ log(1 — p)(n — Z_q;’z)
=1 =1
O X n- Y% =0
dp p 1—0p
n .
T Qi1 B _ =
n
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Another way to get MLE of n = ﬁ

L'(nx) = p="(1—p" ="
_ B e T
1-p AT
n
[(nlx) = Y wilogn — nlog(l+n)
=1
or Yl o on
on 7 1+4+mn
§o= =T
1—37% z/n
Hyun Min Kang Biostatistics 602 - Lecture 10 February 12th, 2013

MLE
000000000000e

Invariance Property of MLE
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x N2 i

L (nx) = ——

) = G

= From MLE of p, we know L*(n|x) is maximized when
p=n/(1+mn)=h.

= Equivalently, L*(n|x) is maximized when n = p/(1 — p) = 7(p),
because 7 is a one-to-one function.

= Therefore 7 = 7(p).
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Summary

Denote the MLE of 6 by 0. If 7() is an one-to-one function of 6, then
MLE of 7(0) is 7(0).

The likelihood function in terms of 7(0) =7 is

(@)% = []sx(@l6) =[] Azlr=" )
=1 =1

= L' (n)lx)

We know this function is maximized when 7=1(n) = 0, or equivalently,
when 1 = 7(0). Therefore, MLE of n = 7(0) is 7(0).

A

Biostatistics 602 - Lecture 10

= Maximum Likelihood Estimator

o

Next Lecture

= Mean Squared Error

= Unbiased Estimator

= Cramer-Rao inequality
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