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Likelihood Function
0000

Examples of Likelihood Function - 1/3

X1, X0, X3, Xy i Bernoulli(p), 0 < p < 1.
x=(1,1,1,nH7

Intuitively, it is more likely that p is larger than smaller.
L(p|x) = fix|p) = [Tj=; p"(1 — p)' =% = p*.

x=(1,1,1,1)
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Likelihood Function
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Likelihood Function

Definition

X1, , Xn P fx(2]@). The join distribution of X = (Xj,---, X,,) is

Fx(x18) = [T fx(ail6)
=1

Given that X = x is observed, the function of 6 defined by L(6|x) = f(x|6)
is called the likelihood function.
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Likelihood Function
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Examples of Likelihood Function - 2/3

= X1, Xo, X3, X4 ~% Bernoulli(p), 0 < p < 1.

x = (0,0,0,0)7

Intuitively, it is more likely that p is smaller than larger.
L(plx) = fix|p) = [Ty p™(1 = p)' =7 = (1 = p)*.

%=(0,0,0,0)
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Likelihood Function
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Examples of Likelihood Function - 3/3

X1, Xo, X3, X4 *S Bernoulli(p), 0 < p < 1.

x=(1,1,0,0)

Intuitively, it is more likely that p is somewhere in the middle than in
the extremes.

4 . .
= L(plx) = fix|p) = [Timy p%(1 = p)' =% = p*(1 - p)*.
x=(1,1,0,0)
s 70‘.0 0.2 0.4 06 08 10
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Method of Moments
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Point Estimation

Method of Moments
@0000000000

Point Estimation : Ingredients

= Data: x = (z1, - ,z,) - realizations of random variables

(Xla"' aXn)
- Xty X 28 fy(al0).

= Assume a model P = {fx(z]0) : 6 € Q@ C RP} where the functional
form of fx(x|@) is known, but 6 is unknown.

= Task is to use data x to make inference on 6
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Method of Moments
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Method of Moments

Definition

If we use a function of sample w(Xj,---,X,) as a "guess” of 7(0), where
7(0) is a function of true parameter 6. Then w(X) = w(Xy, -+, X,) is
called a point estimator of 7(0). The realization of the estimation,

w(x) = w(zy, -+ ,x,) is called the estimate of 7(0).

Example

= X1, Xy 1rl\dxj\/'(@ 1), where § € Q € R.

= Suppose n =6, and (z1, - ,7) = (2.0,2.1,2.9,2.6,1.2,1.8).
= Define wl(Xl,--- ,Xn)z %Z?leZ:XI 2.1.
= Define wQ(Xl, s ,Xn) = X(l) = 1.2
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A method to equate sample moments to population moments and solve
equations.

Sample moments Population moments

= S X = EXJO] = 1 (0)
mo = - 2121 X7 Mg [X|9] (9)
my =Y Xi  py = E[X]|0] = u’ (6)

Point estimator of 7(0) is obtained by solving equations like this.

111(6)
112(6)

my =

mg =
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Method of Moments Method of Moments
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Examples of method of moments estimator Method of moments estimator - Binomial
Probien
X1, X, Lid, (1, 02). Find estimator for 11, 0. X, , X, = Binomial(k, p). Find an estimator for £, p.
Sl
: b ks = (D)o@ -pF*  sefo B
H1 = EX = o= X X , P - T p p e )
1 n
py = EX?=[EX]” + Var(X) = pi* + 0% = " ZXf Equating first two sample moments,
=1 , .
i=X EZX" = T=y)=EX=kp
Pet =, XS =1
= 2 < 1 - 2 / 2 2 2
Solving the two equations above, i = X, 02 = >""  (X; — X)?/n. - Z X; = ph= EX?] = (EX)? + Var(X) = ¥p° + kp(1 — p)
o =1

Hyun Min Kang Biostatistics 602 - Lecture 09 February 7th, 2013 Hyun Min Kang Biostatistics 602 - Lecture 09 February 7th, 2013 10 / 24

Method of Moments Method of Moments
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Method of moments estimator - Binomial (cont'd) Examples of MoM estimator - Negative Binomial

Problem

Xy, Xy 22 Negative Binomial(r, p). Find estimator for (7, p).

-
L X

X— % Z?:l (Xi - 7()2

The method of moments estimators are

>

7| >

These are not the best estimators. It is possible to get negative estimates
of k and p.
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Method of Moments
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Method of Moments
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A Naive Solution

Satterthwaite Approximation

Problem
Let Y3,---, Y} are independently (but not identically) distributed random

variables from le, S 7X72“k' respectively. We know that the distribution

>, Yiis also chi-squared with degrees of freedom equal to Zle Ty

However, the distribution of Zle a; Y;, where a;s are known constants
with Z?:l a;r; = 1, in general, the distribution is hard to obtain.

It is often reasonable to assume that the distribution of Zle a; Y; follows
%X% approximately. Find a moment-based estimator of v.
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Method of Moments
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An alternative Solution

To match the second moments,

k 2 k
E (Z a; Yz> = Var <Z a; Yz) +
=1

=1

2

k
=1

Var(¥ a:Y)
(S, a:Y)

Var(Zi?:l a;Y;) 2

|[BCE Y ’

2B 0]
Var(Z?:l a; Y;)
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To match the first moment, let X ~ x2/v. Then E(X) =1, and
Var(X) =2/v.

k k k
=1 =1 =1

To match the second moments,

k 2
ECSME> =
=1

Therefore, the method of moment estimator of v is
2

%
(Zi:l a;Yy)? —1

Note that v can be negative, which is not desirable.

E@%:§+1

v =
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Method of Moments
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Alternative Solution (cont'd)

To match the second moments, Finally, use the fact that Y7,---, Y} are
independent chi-squared random variables.

n k
Var(z a;Y;) = Z a?Var(Y;)
i=1 i=1

n 2 2

Substituting this expression for the variance and removing expectations,
we obtain Satterthwaite’s estimator
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Maximum Likelihood Estimator

For a given sample point x = (z1, -+ , ),
let A(x) be the value such that

L(0|x) attains its maximum.

More formally, L(6(x)|x) > L(0]x) V0 € Q where 0(x) € Q.

é(x) is called the maximum likelihood estimate of 6 based on data x,
and 0(X) is the maximum likelihood estimator (MLE) of 6.
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MLE
00®0000

Use the derivative to find potential MLE

To maximize the likelihood function L(3|x) is equivalent to maximize the
log-likelihood function

= —#—nlogﬂ
o _ Xhm on_
86 - 52 ﬁ_
> =
=1
B _ 2?21331:3;
n
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MLE
0@00000

Example of MLE - Exponential Distribution

Let X1, -, Xn 2 Exponential(8). Find MLE of 3.

LBIx) = fx(x[0) =[] fx(z6)
=1
— . l—mi/ﬁ]:ix _ nﬂ
g [Be pr P ; E
where 5 > 0.

A
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MLE
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Use the double derivative to confirm local maximum

o
032

B=%

Therefore, we can conclude that B(X) = X is unique local maximum on
the interval
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MLE
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Check boundary and confirm global maximum

B € (0,00). If B— o0
_Z?:lm

- nlog B — —o0
B

I(B]x)
L(5x)
If 38— 0, use log(z) = limg_,o %(IL’H -1)

_Z?:l z

— 0

1(8]x) = '~ nlog 8
_ DY _ﬂn(ﬁﬁ —-1) S oo
L(Bx) — 0
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MLE
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How do we find MLE?

If the function is differentiable with respect to 6.
® Find candidates that makes first order derivative to be zero

® Check second-order derivative to check local maximum.

= For one-dimensional parameter, negative second order derivative
implies local maximum.

= For two-dimensional parameter, suppose L(61, 62) is the likelihood
function. Then we need to show

(a) 82[/(91,02)2/69% < 0or 62[1(91,02)2/80% < 0.
(b) Determinant of second-order derivative is positive

= Check boundary points to see whether boundary gives global maximum.
If the function is NOT differentiable with respect to 6.
= Use numerical methods

= Or perform directly maximization, using inequalities, or properties of
the function.
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Putting Things Together

0%20&322

Qg—;é<OatB:E

® L(S5|x) — 0 (lowest bound) when 3 approaches the boundary

N

Therefore [(8]x) and L(3|x) attains the global maximum when 8 =7
B(X) = X is the MLE of 3.
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Summary
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Summary

= Likelihood Function
= Point Estimator
= Method of Moments Estimator

= Maximum Likelihood Estimator

o

Next Lecture

= Maximum Likelihood Estimator
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