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Last Lecture - Key Questions

Biostatistics 602 - Statistical Inference

Lecture 02
Factorization Theorem

® What is the key difference between BIOSTAT601 and BIOSTAT602?
® What is the difference between random variable and data?

©® What is a statistic?

® What is a sufficient statistic for 67

©® How do we show that a statistic is sufficient for 67
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Last Lecture

Recap - A Theorem for Sufficient Statistics

Definition 6.2.1 Theorem 6.2.2

A statistic T(X) is a sufficient statistic for 6 if the conditional distribution .
= L f fof X
of sample X given the value of T(X) does not depend on 6. et Jx(x|9) is a joint pdf or pmf o
‘ = and ¢(#|0) is the pdf or pmf of T(X).

Then T(X) is a sufficient statistic for 6,
= if, for every x € X,

i.id.
- S X1, Xy =S Bernoulli(p), 0 < p < 1. _ _ _
HPPOSE A1 ermon 1.(p) P the ratio fx(x|0)/q(T(x)|0) is constant as a function of 6.
= T(X1,---,Xn) =Y 1, X, is a sufficient statistic for p. )
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Recap - Example 6.2.3 - Binomial Sufficient Statistic

fX(X|p) = pxl(l — p)l_ml .. -p‘T"(l _ p)l—z"
= pzizl Ii(l — p)n_Zizl Z
T(X) ~ Binomial(n, p)

itw) = (7)o

Hx(x|p) pici %(1 — p) X %
A7) (g, ) p==r (1 - ) Lo
_ 1 1
(Zf:l zl) (T?x))

By theorem 6.2.2. T(X) is a sufficient statistic for p.
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Factorization Theorem : Proof

The proof below is only for discrete distributions.

only if part

= Suppose that T(X) is a sufficient statistic

= Choose ¢(t|0) = Pr(T(X) = t|0)

= and h(x) = Pr (X = x| T(X) = T(x))

= Because T(X) is sufficient, h(x) does not depend on 6.

K(xlf) = Pr(X=x9)

= Pr(X=xA T(X) = T(x)|0)
= Pr(T(X) = T(x)|0) Pr(X = x| T(X) = T(x),0)
= Pr(T(X) T(x)|0) Pr(X = x| T(X) = T(x))
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Factorization Theorem

Theorem 6.2.6 - Factorization Theorem

= Let fx(x|@) denote the joint pdf or pmf of a sample X.
= A statistic 7(X) is a sufficient statistic for 6, if and only if

= There exists function ¢(#/f) and h(x) such that,
= for all sample points x,
= and for all parameter points @,

= Jx(x[0) = g(T(x)|0)h(x).
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Factorization Theorem : Proof (cont'd)

= Assume that the factorization fx(x|0) = g(T(x)|0)h(x) exists.
= Let ¢(t|f) be the pmf of T(X)
= Define A, = {y: T(y) = t}.

((19) = Pr(T(X) = 6)

= > k)

yeEA;
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Factorization Theorem : Proof (cont’d) Example 6.2.7 - Factorization of Normal Distribution
From Example 6.2.4, we know that
if part (cont'd) x(x|lp) = (271'02)_"/2 exp (_ > i (@i — 9_’32)2;_ n(T — :U)Z)
g
KXl0) — _ g(Tx)|0)h(x) _  g(T(x)[0)h(x) _
aTx)0) aTx)0) S yedn Jx(¥10) We can define h(x), so that it does not depend on .
T(x)
_ g(TXOhx) — _  g(T(X)|0)A(x) 0 o
Syein AIWORY) ~ d(T0) S, k) Mx) = (2m0%)"exp (_Z=2<——>)
G 0
B 2 A MY Because T(X) = X ~ N (i, 0%/n), we have
Thus, T(X) is a sufficient statistic for 6, if and only if g(tlp) = Pr(T(X) = t|ju) = exp (—71(2;2”)2)
Fx(x|0) = g(T(x)|0)h(x). 7
Then fx(x|u) = h(x)g(T(x)|x) holds, and T(X) = X is a sufficient
statistic for p by the factorization theorem.
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Example 6.2.8 - Uniform Sufficient Statistic Example 6.2.8 - Uniform Sufficient Statistic

The Jomt pmfof .o e

= Xi,---, X, are iid observations uniformly drawn from {1,---,60}. 5 — 0" xe{l1,2,---,0}"
L 2 192....9 fx(xl0) = 0  otherwise
x@0) = ¢ 0 i /
X 0 otherwise

Define h(x)
= Find a sufficient statistic for 6 using factorization theorem. h(x) = { 1 xe{l,2,---}"

0 otherwise

Note that A(x) is independent of 6.

A\
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Example 6.2.8 - Uniform Sufficient Statistic Example of h(x) when § =5, n=1
Define T(X) and ¢(t|6) oq
Define T(X) = max; z;, then ° 0 h(x)
. . . _ o <o o | A g(x)
g(t0) = Pr(T(x) = t|0) = Pr(m?x 5 = ) = { 0 otherwise IS * f(x)
<
o
Putting things together
o
+ fx(x10) = g(T(x)|0)h(x) holds. S ]
= Thus, by the factorization theorem, T(X) = max; X; is a sufficient o
> o —_©000000000 0000 0000 0000 OO0 0000 0000 CO00 0000 0000
statistic for 6. | | 1 T | I
0 2 4 6 8 10
X
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Example of g(x) when 6 =5, n=1 Example of f(x) when § =5, n=1

3— O (o] o] 0O O 0 s} o] o) ®) S— o Q o] @] 0] e} Q o 0 o
0 Q|
= o

o h(x) © h(x)
Q- A g(x) g A g(x)
e % f(x) * f(x)
< <
o | o
N WAV AV ATATAYAYAYATAYAVATAYATAYAYAVAVATAATATAYATAVATAYAYAYAYATAY N
o | o
o (=
O—ooooaﬁoooooooolooooooooloooomoo?ommms?mmmmo? o

0 2 4 6 8 10
X X
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Alternative Solution - Using Indicator Functions Example 6.2.9 - Normal Sufficient Statistic

¢ fale) = Lo e A and Ta(o) = 0 othervise

= N={1,2,---}, and Ny = {1,2,--- ,6} . X, “dj\/'(,u, 2
1 n = Both p and o2 are unknown
Ix(x|0) = H 5IN9 (z;) = e_nH In, () = The parameter is a vector : 8 = (u,0?).
" =~ " = . = The problem is to use the Factorization Theorem to find the sufficient
H [Ng (l’l) = (H [N(xi)> INg |:m§lx x2:| = (H [N(xi)> INg [T(X)] statistics for 6.
i=1 i=1 i=1

5 How tosolveit ]
Fx(x|0) = 07"y, [T()] ] | (i)
X ’ }:[1 = Propose T(X) = (T1(X), T»(X)) as sufficient statistic for u and o2

= Use Factorization Theorem to decompose fx (x|u, o?).

fx(x]0) can be factorized into ¢(#/0) = 6~ "Iy, (t) and h(x) = [ In(zs),
and T(x) = max;z; is a sufficient statistic.
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Example 6.2.9 - Solution

Example 6.2.9 - Solution

Decomposing fy (x|, 02) - Similarly to Example 6.2.4

n ( )2 Propose a sufficient statistic
1 5 i
(wo?) = ][ == exp (_—2) |2 n
e y Kl o?) = (not) " exp (~ o7 Y (=2 = gpa— i
=1

_ZM> T(X) = (T1(X), To(X))

n

( : (:m—?c+i-—u)2> hilx) = EZZZ%

n n TQ(X) = i(l’l = E)2
1 ; (z— ,u)2> i=1
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Example 6.2.9 - Solution One parameter, two-dimensional sufficient statistic
Factorize fy(x|u,0?) Assume Xi,--- , X, — Uniform(#,0 + 1), —oo < 6 < oo. Find a
T " sufficient statistic for 6. )
fx(Xlp,0%) = (2ma%) " exp (‘ﬁ (2= 7)" = 5 5 (T u)2>
7= 7 Rewriting fx (x|60)
h(x) = 1 :
1 ifo<z<+1
1 n fx(2]8) = { . =I0<z<0+1)
2y 2\—n/2 2
g(ty, taolp, 0?) = (2m0?) n/ exp <_ﬁt2 _ @(tl — 1) ) y 0 otherwise
(Xl 0%) = g(Ti(x), Ta(x)|p, o%)h(x) ) xxl0) = JJ10<z<0+1)
i=1
Thus, T(X) = (T1(x), T2(x)) = (7, >_r (z: — ©)?) is a sufficient statistic = J0<zm<0+1,---,0<z,<0+1)
for @ = (u,0?).
= I(min;ci >0 Amaxz; < 0+ 1)
7 (3
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Sufficient Order Statistics

One parameter, two-dimensional sufficient statistic

h = 1 iid.
T EX; ' - Xy, X B (206).
X) = minz n
1 i = fx(x|0) = Hz‘:l Fx(zi]0)
Ta(x) = m?x Z; = Define order statistics z(1) < -+ < Ty as an ordered permutation of
g(tl,tg‘e) = I(tl >0 ANty <9—|—1) X
= [s the order statistic a sufficient statistic for 67
x(x|0) = I(m_inxi> 6 A max < 0+1)
g U T(x) = (Ti(x), -, Ta(x))
= g( Ty (X), T2(X)\9)h(x) ) = (:I?(l), cee ,x(n))
Thus, T(x) = (T1(x), T2(x)) = (min; z;, max; x;) is a sufficient statistic .
for 6.

Hyun Min Kang Biostatistics 602 - Lecture 02 January 15th, 2013 23 /27 Hyun Min Kang Biostatistics 602 - Lecture 02 January 15th, 2013 24 /27



Factorization Theorem
0000000000000 000000e0

Factorization of Order Statistics
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Exercise 6.1

h(x) = 1
glt, -, tal0) = HfX(ti|9)
=1
x(x[0) = g(Ti(x),- -, Tu(x)[0)h(x)

(Note that (71 (x),- -+, Th(x)) is a permutation of (z1,--- ,z,))
Therefore, T(x) = (1), - , Z(n)) is a sufficient statistics for 6.

Hyun Min Kang Biostatistics 602 - Lecture 02 January 15th, 2013 25 /27

Summary

Today : Factorization Theorem
= Jx(x[0) = g(T(x)|0)h(x)
= Necessary and sufficient condition of a sufficient statistic

= Uniform sufficient statistic : maximum of observations

Normal distribution : multidimensional sufficient statistic

= One parameter, two dimensional sufficient statistics

y

Next Lecture

= Minimal Sufficient Statistics

A
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X is one observation from a N(0,02). Is | X| a sufficient statistic for o2?

v

1 a2
fX(x|02) N 2no? P <_W>
Define
h(z) = 1
T(z) = |af
1 7

Then fx(z]0) = g(T(x)|0)h(z) holds, and T(X) = | X]| is a sufficient
statistic by the Factorization Theorem.
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