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® How do we show that a statistic is sufficient for 67

® What is a necessary and sufficient condition for a statistic to be
sufficient for 67

©® What is an effective strategy to find sufficient statistics using the
Factorization Theorem?

O Is the dimension of a sufficient statistic the always same to the
dimension of the parameters?
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Recap - Sufficient Statistic

Definition 6.2.1

A statistic T(X) is a sufficient statistic for 6 if the conditional distribution
of sample X given the value of T(X) does not depend on 6.
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Recap - A Theorem for Sufficient Statistics

Theorem 6.2.2

= Let fx(x|0) is a joint pdf or pmf of X

= and ¢(#6) is the pdf or pmf of T(X).

= Then T(X) is a sufficient statistic for 6,

= if, for every x € X,

= the ratio fx(x|0)/q(T(x)|0) is constant as a function of 6.
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Recap - Factorization Theorem

Theorem 6.2.6 - Factorization Theorem

= Let fx(x|@) denote the joint pdf or pmf of a sample X.
= A statistic 7(X) is a sufficient statistic for 6, if and only if

= There exists function g(¢|¢) and h(x) such that,
= for all sample points x,
= and for all parameter points 6,

= Jx(x[0) = g(T(x)|0)~(x).
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Minimal Sufficient Statistic

Sufficient statistics are not unique

= T(x) = x: The random sample itself is a trivial sufficient statistic for
any 0.
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Minimal Sufficient Statistic

Sufficient statistics are not unique

= T(x) = x: The random sample itself is a trivial sufficient statistic for
any 0.

= An ordered statistic (X(y),---, X(y)) is always a sufficient statistic for
0,if X1,---, X, are iid.

= For any sufficient statistic 7(X), its one-to-one function ¢( 7(X)) is
also a sufficient statistic for 6.

| A\

Question

Can we find a sufficient statistic that achieves the maximum data
reduction?
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Minimal Sufficient Statistic

Definition 6.2.11

A sufficient statistic 7(X) is called a minimal sufficient statistic if, for any
other sufficient statistic 7'(X), T(X) is a function of T'(X).
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Minimal Sufficient Statistic

Definition 6.2.11

A sufficient statistic 7(X) is called a minimal sufficient statistic if, for any
other sufficient statistic 7'(X), T(X) is a function of T'(X).

Why is this called "minimal” sufficient statistic?

= The sample space X consists of every possible sample - finest partition
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Minimal Sufficient Statistic

Definition 6.2.11

A sufficient statistic 7(X) is called a minimal sufficient statistic if, for any
other sufficient statistic 7'(X), T(X) is a function of T'(X).

Why is this called "minimal” sufficient statistic?

= The sample space X consists of every possible sample - finest partition
= Given T(X), X can be partitioned into A; where

teT ={t:t= T(X) for some x € X'}
= Maximum data reduction is achieved when |7 is minimal.

= If size of T/ =t: t= T'(x) for some x € X is not less than |7, then
|T| can be called as a minimal sufficient statistic.

Hyun Min Kang Biostatistics 602 - Lecture 03 January 17th, 2013 7/25



Minimal Sufficient Statistics
00@0000000000000000

Theorem for Minimal Sufficient Statistics

Theorem 6.2.13

= fx(x) be pmf or pdf of a sample X.
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Theorem for Minimal Sufficient Statistics

Theorem 6.2.13
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Theorem for Minimal Sufficient Statistics

Theorem 6.2.13

= fx(x) be pmf or pdf of a sample X.

= Suppose that there exists a function T(x) such that,

= For every two sample points x and vy,

= The ratio fx(x|6)/fx(y|@) is constant as a function of @ if and only if
T(x) = T(y)-

= Then T(X) is a minimal sufficient statistic for 6.

v

In other words..

= fx(x]0)/fx(y|0) is constant as a function of § = T(x) = T(y).

v
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Theorem for Minimal Sufficient Statistics

Theorem 6.2.13

= fx(x) be pmf or pdf of a sample X.

= Suppose that there exists a function T(x) such that,

= For every two sample points x and vy,

= The ratio fx(x|6)/fx(y|@) is constant as a function of @ if and only if
T(x) = T(y)-

= Then T(X) is a minimal sufficient statistic for 6.

v

In other words..

= fx(x]0)/fx(y|0) is constant as a function of § = T(x) = T(y).
= T(x) = T(y) = fx(x|6)/fx(y|0) is constant as a function of

v
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Example from the first lecture

= Xq, X0, X3 g Bernoulli(p)

= Q1: Is T1(X) = (X1 + X2, X3) a sufficient statistic for p?

= Q2: Is T5(X) = X; + X5 + X3 a minimal sufficient statistic for p?
= Q3: Is T1(X) = (X7 + X2, X3) a minimal sufficient statistic for p?
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Is T1(X) = (X7 + Xo, X3) a sufficient statistic?

:El—i-xg—l-mg(l 3—11—a2—13

K(xlp) = p —p)
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Is T1(X) = (X7 + Xo, X3) a sufficient statistic?

x(xlp) = phtmtm(l— p)drnon
PR (1 — p)P TRy (1 — p)tT
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Is T1(X) = (X7 + Xo, X3) a sufficient statistic?

f(xlp) = phreEtm(l— p)iTamnse
= PR p)P TR (1 - p) T
h(x) = 1
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Is T1(X) = (X7 + Xo, X3) a sufficient statistic?

:El—i-xg—l-mg(l 3—11—a2—13

x(x[p) = p - p)
= PR p)P TR (1 - p) T
h(x) = 1
p

gt talp) = p"(1—p)* (1 —p)th
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Is T1(X) = (X7 + Xo, X3) a sufficient statistic?

fx(Xlp) = prrEtE(l— pirnsnm
= PP — )R- p)
h(x) = 1
gt olp) = pr(1—p)? HpR(1—p)'"

fx(x|p)

g(z1 + 22, 13| p) h(X)
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Is T1(X) = (X7 + Xo, X3) a sufficient statistic?

f(xlp) = pntmtn(l— piraTemn
— p1;1+xg(1 . p)2fmlfxgpxg(1 . p)lfmg
h(x) = 1
gt t2lp) = pr(1—p)*> hpR(1—p)t"
KxX|p) = g(z1 + 22, 23]p) h(x)

By Factorization Theorem, T1(X) = (X; + X3, X3) is a sufficient statistic.
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Is T5(X) = (X; + Xy + X3) a minimal sufficient statistic?

Hyun Min Kang Biostatistics 602 - Lecture 03 January 17th, 2013 11 /25



Minimal Sufficient Statistics
0000080000000 000000

Is T5(X) = (X; + Xy + X3) a minimal sufficient statistic?
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Is T5(X) = (X; + Xy + X3) a minimal sufficient statistic?

Jx(x0) p2ti(1 — p)3-
Jx(y10) Uil — p)3ou

_ P Z%—Zyi
1—p

Hyun Min Kang Biostatistics 602 - Lecture 03 January 17th, 2013 11 /25



Minimal Sufficient Statistics
0000080000000 000000

Is T5(X) = (X; + Xy + X3) a minimal sufficient statistic?

Jx(x0) p2ti(1 — p)3-
Jx(y10) Uil — p)3ou

_ P Z%—Zyi
1—p

= If Th(x) = Ta(y), i.e. >, x; =y, then the ratio does not depend
on p.
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Is T5(X) = (X; + Xy + X3) a minimal sufficient statistic?

R
Jx(y10) pvi(1 — p)3-—2ui

_ P Z%—Zyi
1—p

= If Th(x) = Ta(y), i.e. >, x; =y, then the ratio does not depend
on p.
= The ratio above is constant as a function of p only if Yz = > vy,
ie. To(x) = Ta(y).
Therefore, T2(X) = >~ X; is a minimal sufficient statistic for p by
Theorem 6.2.13.
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Is T1(X) = (X + X5, X3) minimal sufficient?
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Is T1(X) = (X + X5, X3) minimal sufficient?
Let A(X) = X; + Xy, and B(X) = X3.

f(xlp) = pTE(L—p)PnTEpB (1 gt
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Is T1(X) = (X + X5, X3) minimal sufficient?

Let A(X) = X; + Xy, and B(X) = X3.

x(x[p) = pTR(1—p) T RpB (1 - p)t
pA(x)(l _ p)2—A(x)pB(x)(1 o p)l—B(x)
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Is T1(X) = (X + X5, X3) minimal sufficient?

Let A(X) = X; + Xy, and B(X) = X3.

K(xlp) = ptE(L - p)P (L)t
_ pA(x)(l p)2 A(x) B(x)( p)l B(x)
pA(X)-i-B(X)( —p)* A(x)—B(x)
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Is T1(X) = (X + X5, X3) minimal sufficient?

Let A(X) = X; + Xy, and B(X) = X3.

fx(xlp) = pFE(1 = p)P TRy (1 — )t
_ pA(x)(l p)2 A(x)pB(x)( p)l B(x)
- pA(X)+B(X)(1 _ p) —A(x)—B(x)

x(x|6) pAM+B) (1 _ p)3-A)-B(x)

K(10) ~ pAOFBUI(1 — p)3-AR-B)
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Is T1(X) = (X + X5, X3) minimal sufficient?

Let A(X) = X; + Xy, and B(X) = X3.

fx(x[p) = piTR(1—p)PT T Rp(1 — p)l

_ AR (] _ )2 A0 ,B) (1 _ 1= B)

_ ARTER) (] _ p)3-AG)-B)
e (x]6) pACTBE (1 _ p)3-A-B(0 b\ ACHBOO-A(y) - B(Y)
k(y0) —  pADFBY(1 - p)3-AR-B) (1 —p>
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Is T1(X) = (X + X5, X3) minimal sufficient?

Let A(X) = X; + Xy, and B(X) = X3.

fx(x[p) = piTR(1—p)PT T Rp(1 — p)l

_ AR (] _ )2 A0 ,B) (1 _ 1= B)

_ ARTER) (] _ p)3-AG)-B)
e (x]6) pACTBE (1 _ p)3-A-B(0 b\ ACHBOO-A(y) - B(Y)
k(y0) —  pADFBY(1 - p)3-AR-B) (1 —p>

= The ratio above is constant as a function of p if (but not only if)

A(x) = A(y) and B(x) = B(y)
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Is T1(X) = (X + X5, X3) minimal sufficient?

Let A(X) = X; + Xy, and B(X) = X3.

fx(xlp) = pnFE(l = p)?TnTEpT(L - p)tT

_ A1 — )2 A0 pBE (] _ ) 1-B0Y)

— AT (] _ p)3-A)-Bk)
fx (x]6) pACFB) (] _ p)3=A0)-B(x) p O\ ARFBR-A)-B()
k(y0) —  pADFBY(1 - p)3-AR-B) (1 —p>

= The ratio above is constant as a function of p if (but not only if)

A(x) = A(y) and B(x) = B(y)

= Because if A(x) + B(x) = A(y) + B(y), even though A(x) # A(y)
and B(x) # B(y), the ratio above is still constant.
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Is T1(X) = (X + X5, X3) minimal sufficient?

Let A(X) = X; + Xy, and B(X) = X3.

fx(xlp) = pnFE(l = p)?TnTEpT(L - p)tT

_ A1 — )2 A0 pBE (] _ ) 1-B0Y)

— AT (] _ p)3-A)-Bk)
fx (x]6) pACFB) (] _ p)3=A0)-B(x) p O\ ARFBR-A)-B()
k(y0) —  pADFBY(1 - p)3-AR-B) (1 —p>

= The ratio above is constant as a function of p if (but not only if)
A(x) = A(y) and B(x) = B(y)
= Because if A(x) + B(x) = A(y) + B(y), even though A(x) # A(y)
and B(x) # B(y), the ratio above is still constant.
Therefore, T1(X) = (A(X), B(X)) = (X1 + X2, X3) is not a minimal
sufficient statistic for p by Theorem 6.2.13.
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Partition of sample space

X1 X L[ TiXN)=X+XX) ] LX) =X +X+X;
0 0 O (0,0) 0

0 0 1 (0,1)

0 1 0 1

1 0 0 (1.0)

0 1 1

1 0 1 (1.1) 2

1 1 0 (2,0)

1 1 1 (2,1) 3
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Background knowledges for proving if and only if

Assume that a, b, ¢, d, a1, - - , a, are constants.
©® ah>+ b0+ c=0forany d €R
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Background knowledges for proving if and only if

Assume that a, b, ¢, d, a1, - - , a, are constants.
® ab?>+ b0+ c=0forany § € R
Sa=b=c=0.
@ > " af'=cforanyh e R
Sa =--=aq;=0.
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Background knowledges for proving if and only if

Assume that a, b, ¢, d, a1, - - , a, are constants.
©® ah>+ b0+ c=0forany d €R
Sa=b=c=0.
(2] Zle a0’ = c forany # € R
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Background knowledges for proving if and only if

O The following equation is constant

1+ a10+ a6 + - + ai0F
14 010 + b262 + - - - + b0F
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Background knowledges for proving if and only if

O The following equation is constant

1+ a10+ a6 + - + ai0F
14 010 + b262 + - - - + b0F

S oap=by,- -, ap = by
Note that this does not hold without the constant 1, for example,

0+20% 1

20+ 462 2
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O The following equation is constant

1+ a10+ a6 + - + ai0F
14 010 + b262 + - - - + b0F

S oap=by,- -, ap = by
Note that this does not hold without the constant 1, for example,

0+20% 1

20+ 462 2

o) %‘?322 is constant a a function of 6.
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Note that this does not hold without the constant 1, for example,
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Background knowledges for proving if and only if

O The following equation is constant

1+ a10+ a6 + - + ai0F
14 010 + b262 + - - - + b0F

& a1 = by, -, a0 = by

Note that this does not hold without the constant 1, for example,

0+20% 1

20+ 462 2

6 %‘cfgzg is constant a a function of . < a=c, and b= d.

® 0! is constant function of 6.
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Background knowledges for proving if and only if

O The following equation is constant

1+ a10+ a6 + - + ai0F
14 010 + b262 + - - - + b0F

S oap=by,- -, ap = by
Note that this does not hold without the constant 1, for example,

0+20% 1

20+ 462 2

() %(cﬁgzg is constant a a function of . < a=¢, and b= d.

® 06! is constant function of 8. < t= 0.
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Uniform Minimal Sufficient Statistic

Example 6.2.15

= Xq,-, X, Lo Uniform(6, 0 + 1), where —co < 0 < 0.

= Find a minimal sufficient statistic for 0.
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Uniform Minimal Sufficient Statistic

Example 6.2.15

= Xq,-, X, Lo Uniform(6, 0 + 1), where —co < 0 < 0.

= Find a minimal sufficient statistic for 0.

Joint pdf of X

n

Fx(x10) = [ 16 < z: < 6+ 1)
=1
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Uniform Minimal Sufficient Statistic

Examine Jx (x]6) /x (¥16)

[T, (60 <z;<0+1)
x(y10) [[imy 10 <y; <0+1)
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Uniform Minimal Sufficient Statistic

Examine fx (x|6)//x(y|0)

Ix(x]0) [T, (60 <z;<0+1)

Hx(yl0) [[imy 10 <y; <0+1)
[0<zm<O0+1,---,0<z,,<0+1)
I0<y, <0+1,---,0<y,<0+1)
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Uniform Minimal Sufficient Statistic

Examine fx (x|6)//x(y|0)

Ix(x]0) [T, (60 <z;<0+1)

Hx(y|0) [Tie, 1060 <y; <6 +1)
[0<zm<O0+1,---,0<z,,<0+1)
I[0<y <O0+4+1,---,0<y,<0+1)
16 < T(1) N\ Tpy < 6+1)
10 < yay Ny <0+1)
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Uniform Minimal Sufficient Statistic

Examine fx (x|6)//x(y|0)

fx(x[6) 10, 10 <z <0+1)
x(y10) [T, 16 < y; <6 +1)

I[0<z <0+1,- ,9<xn<9+1)

I0<y, <0+1,---,0<y,<0+1)

16 < T(1) N\ Tpy < 6+1)

~

(9<y(1)/\y()<9+1)
I((E —-1<0< I(l))
Iy —1 <0 <yuy)
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Uniform Minimal Sufficient Statistic

Examine fx (x|6)//x(y|0)

KO _ T M0<z<0+1)

x(y10) [T (9<y2<9+1)
[0<zm<O0+1,---,0<z,,<0+1)
I0<y, <0+1,---,0<y,<0+1)
I(9<l‘(1)/\$(n)<9+ 1)

(0 <yayAym <0+1)

Iz — 1 <0 < 71))

Iy —1 <0 <yuy)

~

The ratio above is constant if and only if z(1) = y(1) and z(,) = Y-
Therefore, T(X) = (X(1), X()) is a minimal sufficient statistic for .
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Normal Minimal Sufficient Statistics (Example 6.2.14)
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Normal Minimal Sufficient Statistics (Example 6.2.14)

K5 - ool ) B

= exp [—ig (Z(I? — 2umi+ %) = > (¥ — 2py;+ M2)>

=1 =1
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Normal Minimal Sufficient Statistics (Example 6.2.14)

K5 - ool ) B

= exp [—2;2 (Z(I? — 2umi+ %) = > (¥ — 2py;+ M2)>

=1 =1
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Normal Minimal Sufficient Statistics (Example 6.2.14)

K5 - ool ) B

= exp [—2;2 (Z(I? — 2umi+ %) = > (¥ — 2py;+ M2)>

=1 =1
1 n n M n n
- oo (S5 4) 5 (S-S
The ratio above will not depend on (i, o?) if and only if

{Z%lxg = ZZ:HJ%
DT = i Y
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Normal Minimal Sufficient Statistics (Example 6.2.14)

K5 - ool ) B

= exp [—ig (Z(ﬂﬂ? — 2umi+ 1%) = > (4 — 2py; + 117

=1 i=1
1 n n M n n
= €xp [_W <wa —Zy%> +§ <sz_zyz>]
=1 =1 =1 =1
The ratio above will not depend on (i, o?) if and only if
{ Z%l 5 = 2221 v
21T = i Yi

Therefore, T(X) = (305, X;, .5, X7) is a minimal sufficient statistic for
(i, 02) by Theorem 6.2.13

)
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Are Minimal Sufficient Statistics Unique?
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Are Minimal Sufficient Statistics Unique?

= A short answer is "No"
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Are Minimal Sufficient Statistics Unique?

= A short answer is "No"

= For example, (X, sx = > 1, (X; — X)?/(n—1)) is also a minimal
sufficient statistic for (11, 02) in normal distribution.
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Are Minimal Sufficient Statistics Unique?

= A short answer is "No"

= For example, (X, sx = > 1, (X; — X)?/(n—1)) is also a minimal
sufficient statistic for (11, 02) in normal distribution.
= Important Facts

@ If T(X) is a minimal sufficient statistic for 6, then its one-to-one
function is also a minimal sufficient statistic for 6.
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Are Minimal Sufficient Statistics Unique?

= A short answer is "No"

= For example, (X, sx = > 1, (X; — X)?/(n—1)) is also a minimal
sufficient statistic for (i, o2) in normal distribution.

= Important Facts

@ If T(X) is a minimal sufficient statistic for 6, then its one-to-one
function is also a minimal sufficient statistic for 6.

@® There is always a one-to-one function between any two minimal
sufficient statistics. In other words, the partition created by a minimal
sufficient statistic is unique
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Proving the important facts

Theorem for Fact 1

If T(X) is a minimal sufficient statistic for 6, then its one-to-one function
is also a minimal sufficient statistic for 6.
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Proving the important facts

Theorem for Fact 1

If T(X) is a minimal sufficient statistic for 6, then its one-to-one function
is also a minimal sufficient statistic for 6.

Strategies for Proof

= Let 7%(X) = ¢(T(X)) and ¢ is a one-to-one function. Then there
exist a ¢! such that T(X) = ¢~} (T*(X))

= First is to prove that 7% (x) is a sufficient statistic.

= Next, prove that T%(x) is also a minimal sufficient statistic.
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Proof : T*(x) is a sufficient statistic

Because T(X) is sufficient, by the Factorization Theorem, there exists h
and g such that

x(x[0) = g(T(x|0))h(x)
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Proof : T*(x) is a sufficient statistic

Because T(X) is sufficient, by the Factorization Theorem, there exists h
and g such that

Fx(x10) 9(T(x|0))h(x)

9(q™ (T (x16))) h(x)
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Proof : T*(x) is a sufficient statistic

Because T(X) is sufficient, by the Factorization Theorem, there exists h
and g such that

x(XI0) = g(T(x|0))h(x)
= g(q ' (T"(x]0))h(x)
= (9o a )T (x10))h(x)
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Proof : T*(x) is a sufficient statistic

Because T(X) is sufficient, by the Factorization Theorem, there exists h
and g such that

x(XI0) = g(T(x|0))h(x)
= g(q ' (T"(x]0))h(x)
= (9o a )T (x10))h(x)

Therefore, by the Factorization Theorem, T* is also a sufficient statistic.
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Proof : T*(x) is a minimal sufficient statistic

Because T(X) is minimal sufficient, by definition, for any sufficient
statistic S(X), there exist a function w such that T(X) = w(S(x)).
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Proof : T*(x) is a minimal sufficient statistic

Because T(X) is minimal sufficient, by definition, for any sufficient
statistic S(X), there exist a function w such that T(X) = w(S(x)).
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Proof : T*(x) is a minimal sufficient statistic

Because T(X) is minimal sufficient, by definition, for any sufficient
statistic S(X), there exist a function w such that T(X) = w(S(x)).

T"(x) = ¢(T(X))
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Proof : T*(x) is a minimal sufficient statistic

Because T(X) is minimal sufficient, by definition, for any sufficient
statistic S(X), there exist a function w such that T(X) = w(S(x)).

T"(x) = ¢(T(X))

I
=
g
wn
X
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Proof : T*(x) is a minimal sufficient statistic

Because T(X) is minimal sufficient, by definition, for any sufficient
statistic S(X), there exist a function w such that T(X) = w(S(x)).

T"(x) = ¢(T(X))
= q(w(S5(X)))
= (gow)(5(X))

Thus, T%(X) is also a function of S(X) always, and by definition, T is
also a minimal sufficient statistic.
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Proving the important facts

Theorem for Fact 2

There is always a one-to-one function between any two minimal sufficient
statistics.

Hyun Min Kang Biostatistics 602 - Lecture 03 January 17th, 2013 23 /25



Minimal Sufficient Statistics
0000000000000 0000e0

Proving the important facts

Theorem for Fact 2

There is always a one-to-one function between any two minimal sufficient

statistics. (In other words, the partition created by minimal sufficient
statistics is unique)
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Proving the important facts

Theorem for Fact 2

There is always a one-to-one function between any two minimal sufficient

statistics. (In other words, the partition created by minimal sufficient
statistics is unique)

Examples

| A\,

For normal statistics, let 77 (X) = (> X;, Y. X7) and
n

Ta(X) = (X, > (X; — X)?/(n—1)). Then, there exists one-to-one
functions such that

y
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Proving the important facts

Theorem for Fact 2

There is always a one-to-one function between any two minimal sufficient

statistics. (In other words, the partition created by minimal sufficient
statistics is unique)

Examples

For normal statistics, let 77 (X) = (> X;, Y. X7) and

Ta(X) = (X, > (X; — X)?/(n—1)). Then, there exists one-to-one
functions such that

| A\,

> X = 91(7(72()(1 X)/"
XX, = g (X X(Xi—X)?/(n-1))
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Proving the important facts

Summar

Theorem for Fact 2

There is always a one-to-one function between any two minimal sufficient

statistics. (In other words, the partition created by minimal sufficient
statistics is unique)

Examples

For normal statistics, let 77 (X) = (> X;, Y. X7) and
Ta(X) = (X, > (X; — X)?/(n—1)). Then, there exists one-to-one
functions such that

| A\,

X = g (XXX - X)?
ZXZQ' = 9 (X’Z(Xi—X)Q
X = h(EXTX)

)

Y(Xi—X)PAn—1) = k(X X, X

Hyun Min Kang
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Assume that both 7(X) and 7*(X) are minimal sufficient. Then by the
definition of minimal sufficient statistics, there exist ¢(-) and (-) such that
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Assume that both 7(X) and 7*(X) are minimal sufficient. Then by the
definition of minimal sufficient statistics, there exist ¢(-) and (-) such that

I(X) = oT(X))
r(X) = r(T(X))

Therefore, ¢ = 7! holds and they are one-to-one functions.
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Summary

Today

= Recap of Factorization Theorem
= Minimal Sufficient Statistics
= Theorem 6.2.13
= Two sufficient statistics from binomial distribution
= Uniform Distribution
= Normal Distribution
= Minimal Sufficient Statistics are not unique

v

Next Lecture

= Ancillary Statistics

\
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