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® What is the difference between random variable and data?

©® What is a statistic?

® What is a sufficient statistic for 87
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Last Lecture

Definition 6.2.1

A statistic T(X) is a sufficient statistic for 0 if the conditional distribution
of sample X given the value of T(X) does not depend on .

= Suppose Xi,---, X, 2L Bernoulli(p), 0 < p < 1.
= T(Xy,---,Xn) =>.7, X;is a sufficient statistic for p.

A\
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Recap - A Theorem for Sufficient Statistics

Theorem 6.2.2

= Let fx(x|0) is a joint pdf or pmf of X

= and ¢(#6) is the pdf or pmf of T(X).

= Then T(X) is a sufficient statistic for 6,

= if, for every x € X,

= the ratio fx(x|0)/q(T(x)|0) is constant as a function of 6.
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Recap - Example 6.2.3 - Binomial Sufficient Statistic

fx(xlp) = p7(1=p)iT g™ (L p) T
pins (1 — g T
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Recap - Example 6.2.3 - Binomial Sufficient Statistic

fx(Xlp) = pH(1—p)' T p(1—p)iT
PPl = py- T

T(X) ~ Binomial(n,p)
q(t|p) (?) pi(1—p)"*

Hyun Min Kang Biostatistics 602 - Lecture 02 January 15th, 2013 5/27



Recap
[e]e]e] }

Recap - Example 6.2.3 - Binomial Sufficient Statistic

fx(xIp)

T(X)
q(tlp)

fx(x|p)
a(T(x)[p)

~

p™(1—p)l™™ . p™ (1 — p)ln

P (1 — T

Binomial(n, p)

(?) p(1—p)""

pZ?:l Ii(l — p)”‘Z?:l T

(2?21 xz) p2;1:1 mi(l

_ p)n—z;;l s
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Recap - Example 6.2.3 - Binomial Sufficient Statistic

fx(xlp) = p7(1=p)iT g™ (L p) T
pins (1 — g T

T(X) ~ Binomial(n, p)

atp) = (})ra-n
A Ehe— T
Q( T(X) \p) (ZZLZI z1) pZ?:1 mz(l _ p) n—> % | T

1 1

(= a)  (20)
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Recap - Example 6.2.3 - Binomial Sufficient Statistic

fx(xIp)

T(X)
q(tlp)

fx(x|p)
a(T(x)[p)

P (L —p)
pins (1 — g T

Binomial(n, p)

(?) p(1—p)""

pZ?:l Ii(l — p)”‘Z?:l T

p™(1—p)t=o

(2?21 xz) p2;1:1 mi(l
1 1

(= a)  (20)

=

_ p)n—z;;l s

By theorem 6.2.2. T(X) is a sufficient statistic for p.
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Factorization Theorem

Theorem 6.2.6 - Factorization Theorem

= Let fx(x|@) denote the joint pdf or pmf of a sample X.
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Theorem 6.2.6 - Factorization Theorem

= Let fx(x|@) denote the joint pdf or pmf of a sample X.
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= Let fx(x|@) denote the joint pdf or pmf of a sample X.
= A statistic 7(X) is a sufficient statistic for 6, if and only if
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Factorization Theorem

Theorem 6.2.6 - Factorization Theorem

= Let fx(x|@) denote the joint pdf or pmf of a sample X.
= A statistic 7(X) is a sufficient statistic for 6, if and only if

= There exists function g(¢|¢) and h(x) such that,
= for all sample points x,
= and for all parameter points 6,

= Jx(x[0) = g(T(x)|0)~(x).
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Factorization Theorem : Proof

The proof below is only for discrete distributions.

only if part

= Suppose that T(X) is a sufficient statistic

Hyun Min Kang Biostatistics 602 - Lecture 02 January 15th, 2013 7/27



Factorization Theorem
O@0000000000000000000

Factorization Theorem : Proof

The proof below is only for discrete distributions.
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Factorization Theorem : Proof

The proof below is only for discrete distributions.

only if part

= Suppose that T(X) is a sufficient statistic
= Choose ¢(#|0) = Pr(T(X) = t|0)
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Factorization Theorem : Proof

The proof below is only for discrete distributions.

only if part

= Suppose that T(X) is a sufficient statistic
= Choose ¢(#|0) = Pr(T(X) = t|0)
= and h(x) = Pr (X = x| T(X) = T(x))
= Because T(X) is sufficient, h(x) does not depend on 6.
fx(xl) = Pr(X=x]0)
= Pr(X=xA T(X) = T(x)|6)
= Pr(7T(X) = T(x)|0) Pr(X = x| T(X) = T(x),0)

V.
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Factorization Theorem : Proof

The proof below is only for discrete distributions.

only if part

= Suppose that T(X) is a sufficient statistic
= Choose ¢(#|0) = Pr(T(X) = t|0)

= and h(x) = Pr (X = x| T(X) = T(x))

= Because T(X) is sufficient, h(x) does not depend on 6.

x(xl0) =
= Pr(X=xA T(X) = T(x)|6)
— Pu(T(X) = T(x)
= Pi(T(X) = T(x)

Hyun Min Kang Biostatistics 602 - Lecture 02

January 15th, 2013

7/ 27



Factorization Theorem
O@0000000000000000000

Factorization Theorem : Proof

The proof below is only for discrete distributions.

only if part

= Suppose that T(X) is a sufficient statistic
= Choose ¢(#|0) = Pr(T(X) = t|0)

= and h(x) = Pr (X = x| T(X) = T(x))

= Because T(X) is sufficient, h(x) does not depend on 6.

x(x18) = Pr(X=xJo)
= Pr(X=xA T(X) = T(x)|6)
= Pr(T(X) = T(x)|0) Pr(X = x| T(X
|

(71 )
= Pr(T(X) = T(x)
= g(T(x)|0)h(x)
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Factorization Theorem : Proof (cont'd)

= Assume that the factorization fx(x|6) = g(T(x)|€)h(x) exists.
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Factorization Theorem : Proof (cont'd)

= Assume that the factorization fx(x|6) = g(T(x)|€)h(x) exists.
= Let ¢(#|0) be the pmf of T(X)
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Factorization Theorem : Proof (cont'd)

= Assume that the factorization fx(x|6) = g(T(x)|€)h(x) exists.
= Let ¢(#|0) be the pmf of T(X)
= Define A, ={y: T(y) = t}.
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Factorization Theorem : Proof (cont'd)

= Assume that the factorization fx(x|6) = g(T(x)|€)h(x) exists.
= Let ¢(#|0) be the pmf of T(X)
= Define A, ={y: T(y) = t}.

q(t1) = Pr(T(X) = #0)
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Factorization Theorem : Proof (cont'd)

= Assume that the factorization fx(x|6) = g(T(x)|€)h(x) exists.
= Let ¢(#|0) be the pmf of T(X)
= Define A, ={y: T(y) = t}.

q(t1) = Pr(T(X) = #0)

= Z fx(y16)

yEA;
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Factorization Theorem : Proof (cont'd)

if part (cont'd)
xXI0) _ g(TIIO)h(x) _  g(T(x)[0)h(x)

(T dTXIO)  Cyean, XOI0)
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Factorization Theorem : Proof (cont'd)

if part (cont'd)

xXI0) _ g(TIIO)h(x) _  g(T(x)[0)h(x)
¢(T(x)|0) gTOO)  Dyean, x(¥10)
9(T(x)|0)h(x)
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Factorization Theorem : Proof (cont'd)

if part (cont'd)

KX0)  _ g(T)[0)h(x) _  g(T(x)|0)h(x)
¢(T(x)|0) gTOO)  Dyean, x(¥10)
g(TNOAx) — _  g(T(x)|0)~(x)

et STOORY) — (T4, HY)
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Factorization Theorem : Proof (cont'd)

if part (cont'd)

x(x|0) 9(T(x)|0) h(x)

o T()10) ST

9(T(x)|0)h(x)

~ J(TXI) i,y HY)
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Factorization Theorem : Proof (cont'd)

if part (cont'd)

x(x|0) 9(T(x)|0) h(x)

o T()10) ST

9(T(x)|0)h(x)

~ J(TXI) i,y HY)

Thus, T(X) is a sufficient statistic for 6, if and only if
Fx(x]0) = g(T(x)|0)h(x).
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Example 6.2.7 - Factorization of Normal Distribution

From Example 6.2.4, we know that

> (i = 3)° + n(T - M)2>

Kxlw) = (2m0%) " exp (— 207
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Example 6.2.7 - Factorization of Normal Distribution

From Example 6.2.4, we know that

> (i = 3)° + n(T - M)2>

Kxlw) = (2m0%) " exp (— 207

We can define h(x), so that it does not depend on p.

h(x) = (2702) "2 exp (_W)
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Example 6.2.7 - Factorization of Normal Distribution

From Example 6.2.4, we know that

" Az — T2+ (T — u)?
xln) = (2ro?) ™2 exp <_Zi—1(z )2 + 1 u))

202

We can define h(x), so that it does not depend on p.

202

n )2
h(x) = (2702)_n/2 exp (_W)
Because T(X) = X ~ N(H,UQ/n), we have

nlt— )2
ol = Pr(T(X) = fu) = exp <—““>>

202
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Example 6.2.7 - Factorization of Normal Distribution

From Example 6.2.4, we know that

" Az — T2+ (T — u)?
xln) = (2ro?) ™2 exp <_Zi—1(z )2 + 1 u))

202

We can define h(x), so that it does not depend on p.

h(x) = (2m0%) "2 exp <_W>

202

Because T(X) = X ~ N (i, 02/n), we have

nlt— )2
ol = Pr(T(X) = fu) = exp <—“20“>>

Then fx(x|u) = h(x)g( T(x)|p) holds, and T(X) = X is a sufficient
statistic for p by the factorization theorem.
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Example 6.2.8 - Uniform Sufficient Statistic

= Xj,---, X, are iid observations uniformly drawn from {1,---,0}.

1 =
o) = { gl nne

0 otherwise

= Find a sufficient statistic for 6 using factorization theorem.

Hyun Min Kang Biostatistics 602 - Lecture 02 January 15th, 2013 11 /27



Factorization Theorem
0000000000000 0000000

Example 6.2.8 - Uniform Sufficient Statistic

The joint pmf of Xy, -+, X, is

[0 xef{1,2,---,0)
K(x|0) = {0 otherwise
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Example 6.2.8 - Uniform Sufficient Statistic

The joint pmf of Xy, -+, X, is

o~ xe{1,2,---,0}"
0

otherwise

Kixlt) = {

Define h(x)

M) = {1 xe{1,2, -}

0 otherwise

Note that h(x) is independent of 6.
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Example 6.2.8 - Uniform Sufficient Statistic

Define T(X) and g(t|6)
Define T(X) = max; z;, then
g(t]0) = Pr(T(x) = t|0) = Pr(maxz; = t|0) = {

t<é6
otherwise
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Example 6.2.8 - Uniform Sufficient Statistic

Define T(X) and g(t|6)
Define T(X) = max; z;, then
g(110) = Pr(T(x) = #|0) = Pr(maxz; = #|f) = { g n

t<é6
otherwise

Putting things together
+ fx(x19) = g(T(x)|6)h(x) holds.
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Example 6.2.8 - Uniform Sufficient Statistic

Define T(X) and g(t|6)
Define T(X) = max; z;, then

9(46) = Pr(T(x) = 6) = Pr(maxaz; = 1}9) = { g‘“ <9

otherwise

Putting things together

= fx(x|0) = g(T(x)|0)h(x) holds.
= Thus, by the factorization theorem, T(X) = max; X; is a sufficient
statistic for 6.
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Example of h(x) when § =5, n=1

3— o] o] (o] O o] e} @] o] O @]
o0
Q]
0 h(x)
© A g(x)
e * f(x)
<
o
o~
N
g — COCOCOCOCO COOO 00O COCO COOO OCOC COCO DOOOD OCOC CoCo
I [ I [ [ [
0 2 4 6 8 10
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Example of g(x) when 6 =5, n=1

3— o Q Q Q Q Q Q o} Q 9]
o |
o

o h(x)
© | 4 g(x)
e ¥ f(x)
< |
(=]
N-mmmm&mmmmmg
o
g —  0OCO0O0000 0000 O0O0 COCO 0000 AN NANAANAONA
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Example of f(x) when § =5, n=1

3 — o] Q 0] Q o] o] Q Q 0 @]
© |
o

0 h(x)
© | A g(x)
© ¥ f(x)
< |
o
o
o
o |
o
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Alternative Solution - Using Indicator Functions

= Iy(z) =1if z€ A, and I4(z) = 0 otherwise.
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Alternative Solution - Using Indicator Functions

= Iy(z) =1if z€ A, and I4(z) = 0 otherwise.
= N={1,2,---}, and Ny = {1,2,--- ,0}
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Alternative Solution - Using Indicator Functions

= Iy(z) =1if z€ A, and I4(z) = 0 otherwise.

« N={1,2,---}, and Ny = {1,2,--- ,6}

Ix(x]9) HQIN9 x) =6~ HINo ;)
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Alternative Solution - Using Indicator Functions

= Iy(z) =1if z€ A, and I4(z) = 0 otherwise.
= N={1,2,---}, and Ny = {1,2,--- ,0}

x(x]0) = HQIN9 x) =6~ HINo ;)

I 5@ = (H IN(xi)> Iy, [maxxz] (H In(; > In, [T(X)]
=1 %
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Alternative Solution - Using Indicator Functions

= Iy(z) =1if z€ A, and I4(z) = 0 otherwise.
= N={1,2,---}, and Ny = {1,2,--- ,0}

fel0) = Lm0 =0T ()
=1 =1

I 5@ = (H IN(xi)> Iy, [m?xxi] = (H In(; > In, [T(X)]
=1 =1

() = 0"ty [T00] [ A

Hyun Min Kang Biostatistics 602 - Lecture 02 January 15th, 2013 17 / 27



Factorization Theorem
00000000000 e000000000

Alternative Solution - Using Indicator Functions

= Iy(z) =1if z€ A, and I4(z) = 0 otherwise.
= N={1,2,---}, and Ny = {1,2,--- ,0}

fel0) = Lm0 =0T ()
=1 =1

I 5@ = (H IN(xi)> Iy, [m?xxi] = (H In(; > In, [T(X)]
=1 =1

k(1) = 67", [TOO) ] ] ()

=1

Jx(x]0) can be factorized into g(t|0) = 0~ "Iy, (t) and h(x) =[] In(zs),
and T(x) = max;z; is a sufficient statistic.
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Example 6.2.9 - Normal Sufficient Statistic

ii.d.
n le...,an\J (M70'2)
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Example 6.2.9 - Normal Sufficient Statistic

ii.d.
n le...,an\J (M70'2)

= Both p and o2 are unknown
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Example 6.2.9 - Normal Sufficient Statistic

ii.d.
n le...,an\J (M70'2)

= Both p and o2 are unknown

= The parameter is a vector : 6 = (u,0?).
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Example 6.2.9 - Normal Sufficient Statistic

ii.d.
n le...,an\J (M70'2)

= Both p and o2 are unknown

= The parameter is a vector : 6 = (u,0?).

= The problem is to use the Factorization Theorem to find the sufficient
statistics for 6.
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Example 6.2.9 - Normal Sufficient Statistic

- le"'>XnM’g (M7U2)

= Both p and o2 are unknown
= The parameter is a vector : 6 = (u,0?).

= The problem is to use the Factorization Theorem to find the sufficient
statistics for 6.

How to solve it
= Propose T(X) = (T1(X), T>(X)) as sufficient statistic for u and o2.
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Example 6.2.9 - Normal Sufficient Statistic

- le"'>XnM’g (M7U2)

= Both p and o2 are unknown
= The parameter is a vector : 6 = (u,0?).

= The problem is to use the Factorization Theorem to find the sufficient
statistics for 6.

How to solve it
= Propose T(X) = (T1(X), T>(X)) as sufficient statistic for u and o2.

= Use Factorization Theorem to decompose fx (x|u, o2).
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Example 6.2.9 - Normal Sufficient Statistic

- le"'>XnM’g (M7U2)

= Both p and o2 are unknown
= The parameter is a vector : 6 = (u,0?).

= The problem is to use the Factorization Theorem to find the sufficient
statistics for 6.

How to solve it
= Propose T(X) = (T1(X), T>(X)) as sufficient statistic for u and o2.
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Example 6.2.9 - Solution
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Example 6.2.9 - Solution

Decomposing fx (x|, ?) - Similarly to Example 6.2.4

2y - 1 (%‘-M)Q
(x|, 0%) = HWGXP <_M>

Zn (2 — p)?
— (]
= (27T0'2) n/2 exp | — 5 92
. 20
=1
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Example 6.2.9 - Solution

Decomposing fx (x|, ?) - Similarly to Example 6.2.4

2y - 1 (%‘-M)Q
(x|, 0%) = HWGXP <_M>

2\—n/2 - (fﬂi—ﬂ)2
= (2n0?) "% exp (—; 52 )
_ 2N —n/2 (2 — T+ T — p)?
= (2mwo”) / exp (—; 557 )
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Example 6.2.9 - Solution

Propose a sufficient statistic

fx(Xlu,0%) = (2m0%) ™ exp (—i > (2 -7 — 55 (@~ u)2>
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Example 6.2.9 - Solution

Propose a sufficient statistic

x(Xlp,0%) = (2m0%) " exp (—% (5 —2)° — s (- u)2>
=1

T(X) = (Ti(X), T2(X))
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Example 6.2.9 - Solution

Propose a sufficient statistic

(X, a%) = (2m0%) ™ exp (—i (21~ D)2 — 55 (T~ u)2>
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Example 6.2.9 - Solution

Propose a sufficient statistic

fx(Xlu,0%) = (2m0%) ™ exp (—% (xi—if)2—2%2(i'—u)2>
=1
T(X) = (Ti(X), T2(X))
Tix) = ?c:% xz
=1
Tr(x) = (2 —2)°
=1
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Example 6.2.9 - Solution

Factorize fy(x|u, 0?)
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Factorization Theorem
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Example 6.2.9 - Solution

Factorize fy(x|u, 0?)
Xl o?) = (2m0?) 2 exp (—i <x¢—z=>2—i<z—m2>
h(x) = 1

1 n
t1, ¢ 2y —  (2r0?) /2 —— o — ——(t; — u)?
ot blu,0?) = (2n0?) 2 exp (—55ta — 55 (0 — p)
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Factorization Theorem
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Example 6.2.9 - Solution

Factorize fy(x|u, 0?)

fx(xlso®) = (2m0®) 2 exp (—% <xi—z=>2—i<z—u>2>

252 252
Mx) = 1 .

ot tln?) = (2mo?)exp (<ot = 5ot = 7
fxlp o) = g(Ti(x), Ta(x)lje, 02 i)
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Factorization Theorem
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Example 6.2.9 - Solution

Factorize fy(x|u, 0?)

fleluo?) = (ro?) " ep (—%ﬁlm—@?—%@—m?)
h(x) = 1

ot tln?) = (2mo?)exp (<ot = 5ot = 7

Felelio?) = o(Ti0), To(6) s o))

v

Thus, T(X) = (T1(x), T2(x)) = (z, >, (z; — T)?) is a sufficient statistic
for 6 = (u,0?).
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One parameter, two-dimensional sufficient statistic

Problem

Assume X1, -, X, g Uniform(#,0 + 1), —oo < 6 < oo. Find a
sufficient statistic for 6.
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One parameter, two-dimensional sufficient statistic

Problem

Assume X1, -, X, g Uniform(#,0 + 1), —oo < 6 < oo. Find a
sufficient statistic for 6.

Rewriting fx(x|0)

v

1 iff<z<O+1
z|d) = . =l0<z<O+1
Fx(alf) { 0 otherwise ( +1)
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One parameter, two-dimensional sufficient statistic

Problem

Assume X1, -, X, g Uniform(#,0 + 1), —oo < 6 < oo. Find a
sufficient statistic for 6.

Rewriting fx(x|0)

v

1 ifd<z<6+1
fx(#l6) = { 0 otherwise =lf<z<f+1)
n
xx0) = JJI0<x<6+1)
=1
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One parameter, two-dimensional sufficient statistic

Problem

Assume X1, -, X, g Uniform(#,0 + 1), —oo < 6 < oo. Find a
sufficient statistic for 6.

Rewriting fx(x|0)

pxtalt) = {

1 if0<z<0+1

0 otherwise — ==l

xx0) = JJI0<x<6+1)
=1
= [0<m<O+1,--- ,0<z,<0+1)

v
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One parameter, two-dimensional sufficient statistic

Problem

Assume X1, -, X, g Uniform(#,0 + 1), —oo < 6 < oo. Find a
sufficient statistic for 6.

Rewriting fx(x|0)

pxtalt) = {

1 if0<z<0+1

0 otherwise — ==l

xx0) = JJI0<x<6+1)
=1
= [0<m<O+1,--- ,0<z,<0+1)

= I<mjnx¢>0Amaxx¢<9+1>
3 1

v
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One parameter, two-dimensional sufficient statistic
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One parameter, two-dimensional sufficient statistic

h(x) = 1
Ti(x) = minug;
Th(x) = maxuz;
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One parameter, two-dimensional sufficient statistic

) = 1
) = minug;
Th(x) = maxuz;
) = I(t1>9/\t2<9+1)
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One parameter, two-dimensional sufficient statistic

1

min x;
7

max ;
2

I(t1>9/\t2<9+1)

I<mjnx¢>9Amax<0+1>
7 7

9(T1(x), To(x)[0)h(x)
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One parameter, two-dimensional sufficient statistic

= 1

= minug;
7

)
)

To(x) = max a;
) = Iti>0At<0+1)
)

= I<mjnx¢>9Amax<0+1>
K3 3

= 9(T1(x), Ta(x)|0)h(x)

Thus, T(x) = (T1(x), T2(x)) = (min, z;, max; z;) is a sufficient statistic
for 0.
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Sufficient Order Statistics

- le to 7Xn lfl\dJ fX(x|0)

= fx(x|0) = HZL:1 fx(il0)
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Sufficient Order Statistics

ii.d.
- le to 7Xn - fX(x|0)

= fx(x|0) = HZL:1 fx(il0)

= Define order statistics z(;) < --- < 1, as an ordered permutation of

X
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Sufficient Order Statistics

- le to 7Xn lfl\dJ fX(x|0)

= fx(x|0) = HZL:1 fx(il0)

= Define order statistics z(;) < --- < 1, as an ordered permutation of
X

= [s the order statistic a sufficient statistic for 07
Tx) = (Ti(x), -, Ta(x))
= (Z) > mw)
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Factorization of Order Statistics
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Factorization of Order Statistics

g(t, -+ tal0) = HfX(tiw)
=1
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Factorization of Order Statistics

h(x) = 1
g(t, -+ tal0) = HfX(tiw)
=1

MXI0) = g(Ti(x),-- -, Tu(x)[0)h(x)

(Note that (T4 (x), -, Th(x)) is a permutation of (z1, -, 2y,))
Therefore, T(x) = (z(1), -+, 7(y)) is a sufficient statistics for 6.
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Exercise 6.1

Problem

X is one observation from a A/(0,02). Is | X| a sufficient statistic for o2?
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Exercise 6.1

Problem

X is one observation from a A/(0,02). Is | X| a sufficient statistic for o2?

Solution

Define

T(z) = |

1 ?
) = e (-52)
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Exercise 6.1

Problem

X is one observation from a A/(0,02). Is | X| a sufficient statistic for o2?

Solution

Define

h(z) = 1
T(z) = |

1 £
) = e (-52)

Then fx(z]0) = g(T(x)|0)h(z) holds, and T(X) = |X] is a sufficient
statistic by the Factorization Theorem.
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Summary
[ ]

Summary

Today : Factorization Theorem
= fx(x[0) = g(T(x)[0)h(x)
= Necessary and sufficient condition of a sufficient statistic

= Uniform sufficient statistic : maximum of observations

Normal distribution : multidimensional sufficient statistic

One parameter, two dimensional sufficient statistics
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Summary

Today : Factorization Theorem
= fx(x[0) = g(T(x)[0)h(x)
= Necessary and sufficient condition of a sufficient statistic

= Uniform sufficient statistic : maximum of observations

Normal distribution : multidimensional sufficient statistic

One parameter, two dimensional sufficient statistics

v

Next Lecture

= Minimal Sufficient Statistics
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